Utilizing Bayesian predictive power in clinical trial design
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SUMMARY
The Bayesian paradigm provides an ideal platform to update uncertainties and carry them over into the future in the presence of data. Bayesian predictive power (BPP) reflects our belief in the eventual success of a clinical trial to meet its goals. In this paper we derive mathematical expressions for the most common types of outcomes, to make the BPP accessible to practitioners, facilitate fast computations in adaptive trial design simulations that use interim futility monitoring, and propose an organized BPP-based phase II-to-phase III design framework.
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1 INTRODUCTION

The use of Bayesian predictive probability of success and predictive power as an alternative to the traditional, conditional power was first proposed by Spiegelhalter et al1 for clinical trials that include interim analyses. The need to move away from conditional power calculations that make strong assumptions about the treatment effect toward assurance that averages over a distribution of potential treatment effects was then advocated by O’Hagan et al.2 More recently, the technical details of using predictive probability of success (PPoS) in futility assessment at interim analysis involving time-to-event data and based on the logrank statistic, were discussed by Rufibach et al,3 with further details regarding the choice of prior distributions provided by Rufibach et al.4 Futility testing in Cox regression model using predictive probability of success is discussed in great detail by Tang,5 who also proceeds to find optimal designs.

In this manuscript, we derive closed-form expressions for the Bayesian predictive power (BPP) in non-inferiority testing for two-arm clinical trials that are either informed by external data, such as an independent, preceding trial, or include patient from interim analyses that go toward the final analysis. We also demonstrate how these expressions can be used to speed up computer-intensive simulations to help design Bayesian adaptive clinical trials.

The manuscript is organized as follows. In Section 2, we cover the basics of BPP. We derive expressions for the cross-trial and within-trial BPP concerning both numeric (Normal), dichotomous and time-to-event outcomes, the latter two being based on large sample normal approximations. We then provide the reader with an intermediate summary of results and a numeric example. The focus of Section 3 is the design of phase II trials with BPP-based rules for qualification of investigated therapies to the confirmatory trial. These rules are formulated in terms of quantiles of the BPP distribution, and we proceed to propose optimal rules that are derived from the Selectivity criterion. Section 4 covers the
application of BPP to the design of Bayesian adaptive trials that require nontrivial computations. The paper concludes with a discussion.

Investigators willing to employ some of the methods presented in this manuscript in their research are welcome to use the free web application created to accompany this paper and facilitate future analyses. For details see the Software section.

2 | BAYESIAN PREDICTIVE POWER IN CLINICAL TRIAL DESIGN

Given a set of observations \( y_1, \ldots, y_n \) and a prior distribution \( \theta \sim p(\theta) \), the posterior predictive distribution of a future observation \( y^* \) is

\[
p(y^*|y) = \int p(y^*|\theta)p(\theta|y)\,d\theta = \mathbb{E}_{\theta|y}[p(y^*|\theta)],
\]

where \( p(\theta|y) \propto p(y|\theta)p(\theta) \) is the posterior distribution of \( \theta \). Let \( T(y^*) \) be a test statistic in a hypotheses test, evaluated at a vector of future observations \( y^* \), and let \( C \) denote the rejection region. The BPP is the posterior probability of rejecting the null hypothesis, namely

\[
P(T(y^*) \in C|y) = \mathbb{E}_{\theta|y}[T(y^*) \in C|y; \theta]. \tag{1}
\]

Note that Equation (1) is a simply Bayesian update of the Assurance proposed by O’Hagan et al.²

2.1 | Normal outcomes

Let \( y_1, \ldots, y_n \sim \mathcal{N}(\mu, \sigma^2) \) be a random sample from the distribution of some numeric clinical outcome. Assume that \( \sigma \) is known, and consider a future size \( m \) sample average \( \bar{y}_m^* \). Since \( \bar{y}_n \sim \mathcal{N}(\mu, \sigma^2/n) \) and \( \bar{y}_m^* \sim \mathcal{N}(\mu, \sigma^2/m) \), it is a well documented result (see eg, Gelman et al⁶) that if we assign a flat, non-informative prior \( \pi(\mu) \propto 1 \), then the posterior predictive distribution of \( \bar{y}_m^* \) is

\[
\bar{y}_m^* | y_n \sim \mathcal{N}(\bar{y}_n, \sigma^2 \left[ \frac{1}{n} + \frac{1}{m} \right]). \tag{2}
\]

The overall, size \( n + m \) sample mean can be decomposed

\[
\bar{y}_{n+m} = \frac{n\bar{y}_n}{n+m} + \frac{m\bar{y}_m^*}{n+m},
\]

leading to

\[
\bar{y}_{n+m} | y_n \sim \mathcal{N}(\bar{y}_n, \frac{m\sigma^2}{n(n+m)}), \tag{3}
\]

seeing as

\[
\mathbb{E}\{\bar{y}_{n+m}|y_n\} = \frac{n\bar{y}_n}{n+m} + \frac{m}{n+m}\mathbb{E}\{\bar{y}_m^*|y_n\}
\]

and
\[ \text{Var}\{\bar{y}_{n+m}|\bar{y}_n\} = \frac{m^2}{(n+m)^2} \text{Var}\{\bar{y}_m|\bar{y}_n\}. \]

2.1.1 Cross-trial predictive power

In this section and for the rest of this paper, we assume that the eventual efficacy testing will be conducted in a “frequentist” manner, that is: the statistical test is chosen under type I error rate constraints. Alternative formulations of the rejection region of the test, in the form of exceedance sets of Bayesian posterior probabilities such as the one used by Saville et al., are a viable alternative, but the testing framework is not one of Bayesian model comparison via Bayes factors as in Gelman et al.6 Bayesian criteria are thus used as mere decision rules for the purpose of interim monitoring within the standard hypothesis testing framework.

Suppose now that we wish to perform a non-inferiority test of the form

\[ \mathcal{H}_0: \mu_t - \mu_c < -\gamma \quad \text{vs} \quad \mathcal{H}_1: \mu_t - \mu_c \geq -\gamma \]

(here, for convenience, the underlying assumption is that large values are desirable. \(\gamma > 0\) is the MCID: Minimum Clinically Important Difference) at significance level \(\alpha\), based on control observations \(y^*_1, \ldots, y^*_m \sim \mathcal{N}(\mu_c, \sigma_c^2)\) and treated patient data \(y^*_1, \ldots, y^*_m \sim \mathcal{N}(\mu_t, \sigma_t^2)\), where rejection of the null hypothesis is obtained whenever

\[ Z = \frac{\bar{y}_m - \bar{y}_c + \gamma}{\sqrt{\sigma_t^2/m_t + \sigma_c^2/m_c}} > z_{1-\alpha}. \]

Here we wish to inform our distributions through Bayesian updating that is informed by past control and treatment data \(y^*_1, \ldots, y^*_m \sim \mathcal{N}(\mu_c, \sigma_c^2)\) and \(y^*_1, \ldots, y^*_m \sim \mathcal{N}(\mu_t, \sigma_t^2)\), respectively. However, the eventual statistical testing will be conducted based on the most recent trial data only.

The BPP is then, from Equation (2),

\[ \text{BPP}(y^*_1, \ldots, y^*_m, \sigma_t, \sigma_c, n_t, n_c, m_t, m_c, \gamma, \alpha) = \mathbb{P}(Z > z_{1-\alpha}|\mathbf{y}) \]

\[ = \mathbb{P}\left(\frac{\bar{y}_m - \bar{y}_c + \gamma}{\frac{\sigma_t^2}{m_t} + \frac{\sigma_c^2}{m_c}} > z_{1-\alpha}\sigma_{\Delta^*|y} + \frac{\gamma - \bar{y}_c - \bar{y}_c}{\sigma_{\Delta^*|y}}|\mathbf{y}\right) \]

\[ = \Phi\left(\frac{\bar{y}_m - \bar{y}_c + \gamma - z_{1-\alpha}\sigma_{\Delta^*|y}}{\sigma_{\Delta^*|y}}\right), \quad (4) \]

where \(\Phi(\cdot)\) is the standard normal CDF,

\[ \sigma^2_{\Delta^*|y} = \frac{\sigma_t^2}{m_t} + \frac{\sigma_c^2}{m_c} \quad (5) \]

and
\[ \sigma^2_{\Delta \cdot y} = \sigma^2 \left[ \frac{1}{n_i} + \frac{1}{m_i} \right] + \sigma^2 \left[ \frac{1}{n_c} + \frac{1}{m_c} \right]. \]  

(6)

This is what Rufibach et al\textsuperscript{3} refer to as “Updating PPoS based on external information.”

### 2.1.2 Within-trial predictive power

If the trial is conducted in a seamless manner (as in the case considered by Spiegelhalter et al,\textsuperscript{1} where the goal is responding to the results of an interim analysis), incorporating data from multiple phases in the final analysis, the test statistic will then be based on the entire data set, that is,

\[ Z = \frac{\sqrt{n_i + m_i} - \sqrt{n_c + m_c} + \gamma}{\sqrt{\frac{\sigma^2}{n_i + m_i} + \frac{\sigma^2}{n_c + m_c}}}. \]

Following the exact same steps, this time taking advantage of Equation (3), we obtain an identical expression to Equation (4), this time having

\[ \sigma^2_{\Delta \cdot y} = \frac{\sigma^2}{n_i + m_i} + \frac{\sigma^2}{n_c + m_c} \]  

(7)

and

\[ \sigma^2_{\Delta \cdot y} = \frac{m_i \sigma^2}{n_i (n_i + m_i)} + \frac{m_c \sigma^2}{n_c (n_c + m_c)} \]  

(8)

### 2.2 Dichotomous outcomes

Suppose now that \( y_n \sim \text{Binom}(n, p) \) is the total number of events observed in a group of \( n \) patients checked for a dichotomous outcome. Berry et al\textsuperscript{8} provide an example of a single arm adaptive trial with dichotomous outcomes that includes Bayesian decision rules based on predictive probabilities.

Assigning \( p \sim \text{U}(0, 1) \), we have

\[ y^*_m \mid y_n \sim \text{BetaBinom}(m, y_n + 1, n - n + 1), \]  

(9)

where \( y^*_m \) is the number of events to be observed in a future size \( m \) sample from the same population. When both \( n \) and \( m \) are “large enough,” we can approximate this distribution by the Normal distribution with the original mean and variance, namely

\[ y^*_m \mid y_n \sim \mathcal{N} \left( \frac{m(y_n + 1)}{n + 2}, \frac{(y_n + 1)(n - y_n + 1)(m + n + 2)}{(n + 2)^2(n + 3)} \right) \]

and subsequently, after neglecting some constants,
\[ \hat{p}_m \mid y_n \sim \mathcal{N} \left( \hat{p}_n, \, \frac{m \hat{p}_m^*}{n + m} \frac{1}{n + m} \right), \]  

(10)

where \( \hat{p} \) denotes the sample proportion. As in the Normal case, we can proceed to derive the posterior predictive distribution of the overall sample proportion, noting that

\[ \hat{p}_{n+m} = \frac{n \hat{p}_n}{n+m} + \frac{m \hat{p}_m^*}{n+m} \]

and using the same arguments as before we obtain

\[ \hat{p}_m^* \mid y_n \sim \mathcal{N} \left( \hat{p}_n, \, \frac{m \hat{p}_n(1-\hat{p}_n)}{n(n+m)} \right). \]

(11)

We may now put the above to use in a non-inferiority hypotheses test (assuming events are undesirable)

\( \mathcal{H}_0 : p^* - p^j < -\gamma \) vs \( \mathcal{H}_1 : p^* - p^j \geq -\gamma, \)

where rejection of the null hypothesis occurs if

\[ Z := \frac{\hat{p}_m^* - \hat{p}_m^j + \gamma}{\sqrt{\frac{\hat{p}_m^j(1-\hat{p}_m^j)}{m_j} + \frac{\hat{p}_m^c(1-\hat{p}_m^c)}{m_c}}} > z_{1-\alpha} \]

In light of Equations (10) and (11), the BPP in both cases can be approximated by

\[ \text{BPP}(y^j, y^c, n_t, n_c, m_t, m_c, \gamma, \alpha) = \Phi \left( \frac{\hat{p}_m^j - \hat{p}_m^j + \gamma - z_{1-\alpha} \sigma_{\hat{p}_m^j}}{\sigma_{\Delta^*} \mid y} \right), \]

(12)

where in the case of independent tests

\[ \sigma_{\Delta}^2 = \frac{\hat{p}_m^j \left(1 - \hat{p}_m^j\right)}{m_j} + \frac{\hat{p}_m^c \left(1 - \hat{p}_m^c\right)}{m_c} \]

(13)

and

\[ \sigma_{\Delta^*}^2 \mid y = \frac{\hat{p}_m^j \left(1 - \hat{p}_m^j\right) \left[1 + \frac{1}{n_t}\right]}{m_t} + \frac{\hat{p}_m^c \left(1 - \hat{p}_m^c\right) \left[1 + \frac{1}{n_c}\right]}{m_c}, \]

(14)

whereas for a seamless test

\[ \sigma_{\Delta^*}^2 = \frac{\hat{p}_m^j \left(1 - \hat{p}_m^j\right)}{n_t + m_t} + \frac{\hat{p}_m^c \left(1 - \hat{p}_m^c\right)}{n_c + m_c} \]

(15)

and
\[
\sigma_j^2 = \frac{m_t p^t_n (1 - p^t_n)}{n_t (n_t + m_t)} + \frac{m_c p^n_c (1 - p^n_c)}{n_c (n_c + m_c)}.
\]

(16)

Note that Equation (15) implicitly uses the consistency of \(\hat{p}^i_n\) and \(\hat{p}^c_n\) and Slutsky’s theorem. Exact calculation of the BPP by Bayesian clinical trial simulation (BCTS) is proposed by O’Hagan et al.\(^2\)

2.3 Time-to-event outcomes

Here the goal is to test hypotheses of the form

\[
\begin{align*}
\mathcal{H}_0 : \theta > \gamma & \quad \text{vs} \quad \\
\mathcal{H}_1 : \theta \leq \gamma,
\end{align*}
\]

where \(\theta\) denotes the log-hazard ratio between treatment and control and the test in use is the Wald test based on the maximum partial likelihood estimator \(\hat{\theta}\). We will use the \(\text{int}\) (for “interim”) and \(\text{max}\) subscripts to denote estimation and analysis performed after the initial \(n_t + n_c\) patient outcomes have been recorded and at the final analysis, in which all \(n_t + m_t + n_c + m_c\) outcomes have been observed (including censored outcomes), respectively. The results presented in this section largely mirror the work of Tang,\(^5\) and are based on the asymptotic Brownian motion properties of the log-rank test statistic as detailed by Tsiatis.\(^9\)

Denoting the respective average arm size in the early and follow-up trials by

\[
\bar{n} = \frac{n_t + n_c}{2}, \quad \bar{m} = \frac{m_t + m_c}{2},
\]

(17)
as well as the average event rate

\[
\bar{p} = \frac{p_t + p_c}{2} = \frac{d_{\text{int}}}{2\bar{n}} = \frac{d_{\text{max}}}{2(n + m)}.
\]

(18)

The posterior predictive distribution of the follow-up log-hazard ratio estimator when previously collected data are ignored is given by

\[
\hat{\theta}_{\text{int}} | \hat{\theta}_{\text{int}} \sim \mathcal{N} \left( \hat{\theta}_{\text{int}}, \frac{1}{4pr(1-r)} \left[ \frac{1}{n} + \frac{1}{m} \right] \right),
\]

(19)

while incorporating all collected data into the final analysis results in

\[
\hat{\theta}_{\text{max}} | \hat{\theta}_{\text{int}} \sim \mathcal{N} \left( \hat{\theta}_{\text{int}}, \frac{m}{4pr(1-r)\bar{n}(\bar{n} + \bar{m})} \right),
\]

(20)

where \(r\) is the proportion of patients randomized to the treatment arm. Together, Equations (19) and (20) lay out the blueprint for the calculation of between- and within-trial BPP, respectively.

The details behind the derivation of these expressions are provided in Appendix A.

2.4 Intermediate summary and an example

The formulas derived in the above discussion can be conveniently summarized as follows: The BPP is given by
\[ BPP = \Phi \left( \frac{\bar{\Delta} + \gamma - z_{1-\alpha} \sigma_{\bar{\Delta}}^*}{\sigma_{\bar{\Delta}}^* \gamma} \right), \]  

(21)

where \( \bar{\Delta}, \sigma_{\bar{\Delta}}^* \) and \( \sigma_{\bar{\Delta}}^* \gamma \) are given in Table 1.

**Example 2.5** We will now illustrate the application of the BPP to a two-arm trial involving a dichotomous outcome, assuming \( n_t = n_c = 100, m_t = m_c = 500, y^t = 5, y^c = 10 \) and \( \gamma = 0 \) (ie, a superiority test) and that the eventual test will be performed at the 5% significance level.

Figure 1 shows the quality of the large sample approximation (10), by plotting a histogram of the difference of two proportions calculated from two random samples drawn from the Beta-Binomial distribution (9) alongside the \( N \left( \bar{p}_n^t - \bar{p}_n^c, \sigma_{\bar{p}_n^t - \bar{p}_n^c} \right) \) density, with \( \sigma_{\bar{p}_n^t - \bar{p}_n^c} \) calculated as in Equation (14). The quality of the approximation comes as no surprise, considering the known Binomial approximation for the Beta-Binomial distribution.\(^{10,11}\)

When plugging the numbers into Equation (21), using the binomial arguments from Table 1, we learn that the cross-trial BPP for these specifications is 71.2%, while incorporating the existing data in a seamless trial yield a within-trial BPP of 77.1%. Furthermore, a simple line search reveals that enrolling 1212 and 775 future patients per arm in an independent and seamless trial, respectively, will guarantee meeting a target BPP of 80%, as shown in Figure 2. This is

### TABLE 1

<table>
<thead>
<tr>
<th>( \bar{\Delta} ) BPP type</th>
<th>( \sigma^2_{\bar{\Delta}} )</th>
<th>( \sigma^2_{\bar{\Delta}}^* \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Normal outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \bar{y}^t_n - \bar{y}^c_n )</td>
<td>Cross-trial</td>
<td>( \frac{\sigma^2_{\bar{y}^t_n}}{m_t} + \frac{\sigma^2_{\bar{y}^c_n}}{m_c} )</td>
</tr>
<tr>
<td></td>
<td>Within-trial</td>
<td>( \frac{\sigma^2_{\bar{y}^t_n}}{n_t + m_t} + \frac{\sigma^2_{\bar{y}^c_n}}{n_c + m_c} )</td>
</tr>
<tr>
<td><strong>Dichotomous outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \bar{p}_n^t - \bar{p}_n^c )</td>
<td>Cross-trial</td>
<td>( \frac{\rho_{\bar{p}<em>n^t} (1 - \rho</em>{\bar{p}<em>n^c})}{m_t} + \frac{\rho</em>{\bar{p}<em>n^c} (1 - \rho</em>{\bar{p}_n^t})}{m_c} )</td>
</tr>
<tr>
<td></td>
<td>Within-trial</td>
<td>( \frac{\rho_{\bar{p}<em>n^t} (1 - \rho</em>{\bar{p}<em>n^c})}{n_t + m_t} + \frac{\rho</em>{\bar{p}<em>n^c} (1 - \rho</em>{\bar{p}_n^t})}{n_c + m_c} )</td>
</tr>
<tr>
<td><strong>Time-to-event outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{lat}} )</td>
<td>Cross-trial</td>
<td>( \frac{1}{\Phi(1 - \frac{1}{\frac{\sigma^2_{\theta_{\text{lat}}} \gamma}{\sigma^2_{\theta_{\text{lat}}} \gamma}})} ) ( \frac{1}{\Phi(1 - \frac{1}{\frac{\sigma^2_{\theta_{\text{lat}}} \gamma}{\sigma^2_{\theta_{\text{lat}}} \gamma}})} )</td>
</tr>
<tr>
<td></td>
<td>Within-trial</td>
<td>( \frac{1}{\Phi(1 - \frac{1}{\frac{\sigma^2_{\theta_{\text{lat}}} \gamma}{\sigma^2_{\theta_{\text{lat}}} \gamma}})} ) ( \frac{1}{\Phi(1 - \frac{1}{\frac{\sigma^2_{\theta_{\text{lat}}} \gamma}{\sigma^2_{\theta_{\text{lat}}} \gamma}})} )</td>
</tr>
</tbody>
</table>
akin to Spiegelhalter and Freedman\textsuperscript{12} with fewer potential conclusions. Note that meeting a prescribed BPP target by simply increasing the sample size is not always achievable: if the observed control event rate is smaller than that observed in the treatment arm, no number of future patients will suffice to ensure that, seeing as the treatment effect posterior distribution is now centered at a negative value.

For readers alarmed by the large difference between the between- and within-trial BPP sample size requirements, we will now elaborate on this delicate topic. At the point of calculating of the BPP, our belief with regard to the treatment efficacy is being updated in the form of the treatment effect posterior distribution. If our next step, however, is to conduct an independent follow up trial using only future data for the final analysis, there is still a considerable posterior probability that the newly collected data will not yield results as favorable as those previously obtained - especially if the prior distribution used was very diffuse. If we are to continue seamlessly, though, we do so with both the reinforced belief and the early data in support of treatment efficacy to boot. This reduces the uncertainty regarding the way that the eventual analysis will turn out, consequently reducing sample size demands.

3  |  BAYESIAN PREDICTIVE POWER AS A IN PHASE II TRIALS

We may now consider using BPP to screen out proposed treatments in a multi-arm phase II clinical trial. A similar approach was employed in Stallard et al.\textsuperscript{13} and Tang\textsuperscript{5} for time-to-event outcomes, with the latter's focus being futility testing.

3.1  |  Predictive power distribution and selection probabilities

The application is straightforward:

1. Choose a cutoff $p_{\text{cut}}$.
2. At the end of the phase II trial calculate BPP for all treatment arms, and
3. Proceed to phase III with those arms whose predictive power exceeded $p_{\text{cut}}$.

Note that other statistical criteria may be used in stages (2) and (3) of the above schema. However, the BPP frames nicely our updated belief with regard to future success in a confirmatory trial in light of the data observed, as well as the amount of data yet to be observed. A decision rule along the lines of “proceed only with treatments that have at least 60% of being approved” is easy to communicate. This kind of statement cannot otherwise be made in the case of independent analyses (ie, when cross-trial BPP is used) if the Bayesian approach is not employed. More importantly, unlike other potential criteria like the P-value, the BPP brings into consideration both past and future sample sizes, hence the decision whether to continue or discontinue an arm may be different between trials with different resources, despite showing the same level of evidence. This resonates with the advocating of Saville et al\textsuperscript{7} for the use of Bayesian predictive probabilities in monitoring futility.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{Finding the future sample size (per arm) required to ensure meeting the target 80\% Bayesian predictive power (BPP) in independent (left panel) and seamless (right panel) trials, based on the data used in Example 2.5}
\end{figure}
Combining the above criterion with Equation (21) and denoting the BPP at the end of the phase II (as a function of the model parameters $\theta$) by

$$\pi_\theta(y) := P_\theta(Z \geq z_{1-\alpha} | y),$$

we gather that for a phase III test at level $\alpha$ of the form

$$H_0 : \Delta(\theta) < -\gamma \ vs \ H_1 : \Delta(\theta) \geq -\gamma$$

(here $\Delta(p^c, p^t) = p^c - p^t$ for dichotomous outcomes for example), the BPP CDF is then

$$F_{\pi_q(y)}(t) = P\left( \frac{\hat{\Delta} + \gamma - z_{1-\alpha}\sigma_{\hat{\Delta}}}{\sigma_{\hat{\Delta}|y}} \leq t \right)$$

$$= P\left( \frac{\hat{\Delta} - \Delta}{\sigma_{\Delta}} \leq \frac{z_{1-\alpha}\sigma_{\hat{\Delta}} - \gamma - \Delta + z_t\sigma_{\hat{\Delta}|y}}{\sigma_{\Delta}} \right)$$

$$= \Phi\left( \frac{z_{p_{cut}}\sigma_{\hat{\Delta}|y} + z_{1-\alpha}\sigma_{\hat{\Delta}} - \gamma - \Delta}{\sigma_{\Delta}} \right),$$

(22)

where

$$\sigma_{\Delta}^2 = \begin{cases} \frac{\sigma_t^2}{n_t} + \frac{\sigma_c^2}{n_c} & \text{Normal outcomes} \\ p_{trc}^t \left(1-p_{trc}^t\right) + p_{ntc}^c \left(1-p_{ntc}^c\right) & \text{Dichotomous outcomes} \\ \frac{1}{4pr(1-r)n} & \text{Time-to-event outcomes} \end{cases}$$

is the SE of $\hat{\Delta}$ (based on phase II data only). Moreover, differentiation of Equation (22) yields the (limiting) BPP probability density function

$$f_{\pi_q(y)}(t) = \frac{\sigma_{\hat{\Delta}|y}}{\sigma_{\Delta}} \phi\left( \frac{z_t\sigma_{\hat{\Delta}|y} + z_{1-\alpha}\sigma_{\hat{\Delta}} - \gamma - \Delta}{\sigma_{\Delta}} \right),$$

(23)

where $\phi(\cdot)$ is the standard normal PDF. For a set cutoff $p_{cut}$, the probability of a treatment arm progressing to the confirmatory trial is then

$$P(\pi_q(y) > p_{cut}) = 1 - F_{\pi_q(y)}(p_{cut}).$$

(24)

### 3.2 Optimal cutoff by Selectivity

The question of what constitutes a “good” cutoff $p_{cut}$ has no clear-cut answer and varies between studies and investigators. Typically, phase II trials tend to be liberal, with more emphasis put on limiting the risk for false negatives, that
is: passing on efficacious treatments. In light of this, some investigators would choose a threshold that would guarantee a high probability of qualification to the confirmatory trial for any treatment whose effect size (relative to control) meets a certain minimum.

However, oftentimes the phase III trial is limited to a fixed number of arms, in which case the role of the phase II trial is to identify the most efficacious subset of treatments with maximum precision. In attempt to achieve this goal, the authors of this paper propose the Selectivity criterion. Denote the parameters of the $M$ different phase II candidate therapies, listed in a decreasing order of effect size, $\theta_i$, $i = 1, 2, ..., M$, and suppose that we are tasked with selecting a maximum number of $K$ therapies for a confirmatory trial, based on their BPP evaluations at the end of the phase II trial. The Selectivity function is

$$S(p_{cut}, \theta, K) = \prod_{i=1}^{K} \left[ 1 - F_{\pi_0(y)}(p_{cut}) \right] \prod_{i=K+1}^{M} F_{\pi_0(y)}(p_{cut}),$$

where $F_{\pi_0(y)}(p_{cut})$ is as in Equation (22). A sensible choice for $p_{cut}$ would then be the maximizer of Equation (25). Note that this is the cutoff that maximizes the probability of selecting the correct subset of treatments.

### 3.3 BPP-based trial design: a worked example

**Example 3.4** As an illustrative example, suppose that the outcome of interest is a dichotomous one, and we conduct a phase II trial whose goal is to select a subset (of an undefined size as of yet) of four treatment arms to continue into a phase III confirmatory trial. Assuming a control event rate (CER) of 12.5%, the investigators plan to base

![Figure 3](image-url)
TABLE 2  Dichotomous outcome treatment effects and their corresponding selection probabilities for different phase II to phase III transitions, based on the respective BPP cutoffs chosen to maximize the selectivity criterion when either one or two arms are planned to graduate to a confirmatory trial

<table>
<thead>
<tr>
<th>RRR</th>
<th>Cross-trial BPP, $p_{cut} = [0.81,0.53,0.23]$</th>
<th>Within-trial BPP, $p_{cut} = [0.91,0.60,0.20]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top 1 Maximum selectivity</td>
<td>Top 2 Maximum selectivity</td>
</tr>
<tr>
<td>0%</td>
<td>2.5%</td>
<td>15.0%</td>
</tr>
<tr>
<td>15%</td>
<td>9.6%</td>
<td>35.2%</td>
</tr>
<tr>
<td>30%</td>
<td>27.4%</td>
<td>62.8%</td>
</tr>
<tr>
<td>45%</td>
<td>56.8%</td>
<td>86.4%</td>
</tr>
</tbody>
</table>

Note: Here we assume CER = 12.5% as well as $n_t = n_c = 250$ and $m_t = m_c = 750$ for all treatment arms. The phase III test significance level is planned to be 5%.

FIGURE 4  Selection probability curves, Selectivity plots and BPP densities for Example 3.4. Left panels: independent trials and cross-trial predictive power. Right panels: “seamless” trial and within-trial predictive power.
their phase III qualification criterion on the BPP. Our goal is thus to choose a cutoff that will be useful at distinguishing between treatments whose conjectured relative risk reductions (RRRs) are 0%, 15%, 30%, and 45%.

Assuming per-arm phase II and phase III sample sizes of 250 and 750, respectively, for all arms, and the customary 5% phase III significance level, we calculate the optimal Selectivity cutoff for both cross-trial and within-trial BPPs, assuming desired treatment subsets of size 1, 2 and 3. The Selectivity curves along with the emerging cutoffs are on display in Figure 3, and the corresponding selection probabilities for all arms can be found in Table 2. Graphical illustration of the impact of the cutoff chosen on the selection probabilities appears in Figure 4, where the corresponding BPP densities (23) are also presented. To the puzzled reader, we wish to clarify that the randomness in the BPP stems from that of the data yet to be observed. Once data for the phase II is gathered, the BPP turns into a number again.

We would like to stress again that these choices for cutoffs are but a mere recommendation. The reader may correctly point to relatively low selection probability of arm 3, the second best treatment, when the stated goal is selecting the top 2 treatments, and is fully entitled to opt for a smaller cutoff, at the increased risk of the third best arm sneaking in. It should also be made clear at this point that the example provided here is an illustrative one and the reported numbers need not represent a realistic phase II trial design. To begin with, because of the one-sided test used, the investigator may opt for a 2.5% type I error rate rather than the customary 5%. In addition, to minimize the risk of advancing less efficacious treatments, arm sizes may be increased for both phase II and III cohorts. Also note that in our example, the probability of at least one non-efficacious arm graduating to phase III if one is aiming to advance three arms is $84\%$ in the worst case “null scenario” that no treatment is efficacious. Worse off: there is a $4 \times (46\%)^3 \times 54 \% \approx 21\%$ probability of advancing three non-efficacious treatments to the next phase. This is clearly an exceedingly high probability of an utterly undesirable outcome and the investigators would be strongly encouraged to abandon their initial strategy. The reader is encouraged to explore different design configuration using our BIAS tool, discussed in the Software section.

4 | APPLICATION TO BAYESIAN ADAPTIVE CLINICAL TRIAL DESIGN

Large scale simulations play an instrumental role in the design of adaptive clinical trials with interim futility monitoring (see Berry et al8 or Saville et al7). Decision boundaries must be determined to meet the requirements regarding operating characteristics such as type I error rate and power, different designs need be compared by means of their time saving, and sensitivity to unknowns such as the underlying treatment effect and recruitment and dropout rate should be considered. All this means that a large number of scenarios has to be simulated numerously many times to estimate said operating characteristics accurately.

Consider, for example, futility monitoring in a two-arm placebo-controlled trial with a primary dichotomous outcome. At interim analysis, the posterior predictive distribution of either arm is the Beta-Binomial distribution (9). In the absence of a closed-form expression, evaluating the probability of success with respect to any efficacy testing criterion will therefore entail -.

1. Drawing a very large number of vectors of future observations from Equation (9) for both arms,
2. add each pair of corresponding random vectors to the data accumulated prior to interim analysis and calculate the resulting test statistic or, alternatively, the posterior probability of treatment superiority in the case of Bayesian efficacy testing. Record the decision made.
3. Average the decision made over all randomly drawn posterior-predictive draws to estimate the probability of success, that is: the probability of rejecting the null hypothesis of treatment futility.

The above computationally expensive process amounts to the calculation of a single PPOS for futility monitoring. Reasonable turnaround when simulating even a modest number of scenarios might require enormous resources, while MCMC sampling in cases when the posterior predictive distribution is not given in a closed form might deem the process prohibitive. The problems become even more compound by introducing designs with multiple interim analyses. The following example demonstrates how using the BPP expressions presented in this paper facilitates comprehensive trial design with considerable time and resource saving by employing frequent futility monitoring.
Example 4.1 Suppose that we wish to design an adaptive clinical trial with a dichotomous primary outcome, aimed at testing $H_0 : p_c \leq p_t$ vs $H_1 : p_c > p_t$ at the 2.5% level, with the investigators assessing the control event rate at $p_c = 0.3$. The follow up time is 10 days. We simulate the following trial design:

1. Patients enroll in a homogeneous Poisson process with rate $\lambda$ patients per day, and are randomized (with equal probability) to treatment or control.
2. Ten days after enrolment, $100(1-\delta)$% of the patient outcomes become available, where $\delta$ is the loss-to-follow up rate.
3. Once at least 130 patient outcomes have become available for analysis for both the treatment and the control arm, and until a maximum of 500 patients have been enrolled, do the following at the end of every day -
   I. Stop the trial for efficacy if
      $$\mathbb{P}(p_c > p_t | y) > 0.9925,$$
      where Equation (26) is evaluated from independent Monte Carlo samples from the Beta($y_c + 1, n_c - y_c + 1$) and Beta ($y_t + 1, n_t - y_t + 1$) posterior distributions of $p_c$ and $p_t$, respectively.
   II. Stop the trial for futility if
      $$\text{BPP}(y_t, y_c, n_t, n_c, m_t, m_c, \alpha) < 0.025,$$
      using the within-trial BPP formula for dichotomous outcomes from Table 1 with $\alpha = 0.025$.

### Table 3

<table>
<thead>
<tr>
<th>Recruitment rate (patients/d)</th>
<th>Dropout rate</th>
<th>Power</th>
<th>Mean duration ($H_0$)</th>
<th>Mean enrolled ($H_0$)</th>
<th>Type I err. rate</th>
<th>Mean duration ($H_1$)</th>
<th>Mean enrolled ($H_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RRR = 40%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5%</td>
<td>80.5%</td>
<td>44.2</td>
<td>429.4</td>
<td>2.5%</td>
<td>42.4</td>
<td>418.2</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>78.0%</td>
<td>45.9</td>
<td>443.3</td>
<td>2.4%</td>
<td>43.9</td>
<td>431.9</td>
</tr>
<tr>
<td>15</td>
<td>5%</td>
<td>79.6%</td>
<td>33.5</td>
<td>470.6</td>
<td>2.3%</td>
<td>32.2</td>
<td>464.8</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>77.0%</td>
<td>34.0</td>
<td>477.7</td>
<td>2.2%</td>
<td>32.7</td>
<td>472.1</td>
</tr>
<tr>
<td>20</td>
<td>5%</td>
<td>78.6%</td>
<td>27.6</td>
<td>495.6</td>
<td>2.1%</td>
<td>26.7</td>
<td>494.5</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>75.9%</td>
<td>28.3</td>
<td>498.7</td>
<td>2.1%</td>
<td>27.2</td>
<td>498.3</td>
</tr>
<tr>
<td><strong>RRR = 45%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5%</td>
<td>89.6%</td>
<td>42.6</td>
<td>417.8</td>
<td>2.5%</td>
<td>42.4</td>
<td>418.2</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>87.7%</td>
<td>44.4</td>
<td>433.8</td>
<td>2.4%</td>
<td>43.9</td>
<td>431.9</td>
</tr>
<tr>
<td>15</td>
<td>5%</td>
<td>89.1%</td>
<td>32.3</td>
<td>464.5</td>
<td>2.3%</td>
<td>32.2</td>
<td>464.8</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>87.2%</td>
<td>33.0</td>
<td>473.0</td>
<td>2.2%</td>
<td>32.7</td>
<td>472.1</td>
</tr>
<tr>
<td>20</td>
<td>5%</td>
<td>88.5%</td>
<td>26.8</td>
<td>494.5</td>
<td>2.1%</td>
<td>26.7</td>
<td>494.5</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>86.2%</td>
<td>27.5</td>
<td>498.4</td>
<td>2.1%</td>
<td>27.2</td>
<td>498.3</td>
</tr>
<tr>
<td><strong>RRR = 50%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5%</td>
<td>95.3%</td>
<td>41.2</td>
<td>407.4</td>
<td>2.5%</td>
<td>42.4</td>
<td>418.2</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>94.2%</td>
<td>43.1</td>
<td>425.1</td>
<td>2.4%</td>
<td>43.9</td>
<td>431.9</td>
</tr>
<tr>
<td>15</td>
<td>5%</td>
<td>95.1%</td>
<td>31.4</td>
<td>458.8</td>
<td>2.3%</td>
<td>32.2</td>
<td>464.8</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>93.8%</td>
<td>32.1</td>
<td>468.6</td>
<td>2.2%</td>
<td>32.7</td>
<td>472.1</td>
</tr>
<tr>
<td>20</td>
<td>5%</td>
<td>94.7%</td>
<td>26.0</td>
<td>493.4</td>
<td>2.1%</td>
<td>26.7</td>
<td>494.5</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>93.4%</td>
<td>26.8</td>
<td>498.1</td>
<td>2.1%</td>
<td>27.2</td>
<td>498.3</td>
</tr>
</tbody>
</table>
Note that futility testing in this design uses the BPP that was calculated assuming a standard, frequentist test is conducted for efficacy, despite using a Bayesian efficacy criterion in this particular trial design. Both superiority and futility threshold were found experimentally, and cannot be determined upfront using long-hand calculations.

We simulated the above design for all 18 combinations of recruitment rate $\lambda \in \{10,15,20\}$, loss-to-follow up rate $\delta \in \{5\%, 10\%\}$ and relative risk reduction $\text{RRR} \in \{40\%, 45\%, 50\%\}$. Each scenario was run 100,000 times, as per the FDA recommendation,\textsuperscript{14} using Monte Carlo samples of size 1000 for the evaluation of Equation (26). The overall simulation time, when run in parallel on Intel Xeon Scalable Processors with 96 virtual 3.6GHz CPUs, using R version 3.6.0,\textsuperscript{15} was 1:09:08 hours.

The simulation results, presented in Table 3, show that the futility rule in the null scenarios was as effective as the efficacy rule under the alternative hypothesis: at best - assuming slowest accrual and minimum dropouts - it should save the investigator 17.6 days on average (42.4 to 60) and 81.8 enrolled patients. Note that the numbers of patients enrolled reported in Table 3 include patients whose outcomes were not recorded, either due to loss-to-follow up or the 10 day delayed outcomes. For context, a standard placebo-controlled trial of the same power and type I error rate would require recruiting 426 patients and take on average 52.6 days to be completed.

5 | DISCUSSION

The Bayesian paradigm, due to its sequential updating of prior beliefs in light of data becoming available, represents an appealing option when there is a continual accrual of observations over time. The naive act of plugging in potentially small sample parameter estimates in standard conditional power and sample size calculations does not reflect any of the uncertainties carried over into future calculations. The methods presented in this paper meet this need, and can be fairly easily extended to a variety of tests and outcomes. We urge the reader to experiment with our online application - discussed in the Software section - and consider incorporating BPP in future clinical trial design.
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APPENDIX A.

A derivation of the expressions for time-to-event outcomes

As discussed by Tang,\(^5\) the large sample approximation of the maximum partial likelihood estimator of the log-hazard ratio at interim and final analysis is given by

\[
\hat{\theta}_{\text{int}} \mid \theta \sim \mathcal{N} \left( \theta, \frac{1}{r(1-r)d_{\text{int}}} \right) \tag{A1}
\]

and

\[
\hat{\theta}_{\text{max}} \mid \theta \sim \mathcal{N} \left( \theta, \frac{1}{r(1-r)d_{\text{max}}} \right), \tag{A2}
\]

respectively, where \(r\) is the proportion of patients randomized to the treatment arm and \(d\) denotes the number of events observed at the different time points. Assigning \(\pi(\theta) \propto 1\), in conjunction with Equation (A1) we have

\[
\theta \mid \hat{\theta}_{\text{int}} \sim \mathcal{N} \left( \hat{\theta}_{\text{int}}, \frac{1}{d_{\text{int}}} \right).
\]

If we now wish to derive the posterior predictive distribution of the log-hazard ratio estimator based on the remaining of the data (excluding data collected up to interim analysis), denoted \(\hat{\theta}_{\text{int}}\), we have

\[
\mathbb{E}[\hat{\theta}_{\text{int}} \mid \hat{\theta}_{\text{int}}] = \mathbb{E} \left\{ \mathbb{E}[\hat{\theta}_{\text{int}} \mid \theta, \hat{\theta}_{\text{int}}] \right\} = \mathbb{E}[\theta \mid \hat{\theta}_{\text{int}}] = \hat{\theta}_{\text{int}}
\]

and

\[
\text{Var}[\hat{\theta}_{\text{int}} \mid \hat{\theta}_{\text{int}}] = \mathbb{E} \{ \text{Var}[\hat{\theta}_{\text{int}} \mid \theta, \hat{\theta}_{\text{int}}] \} + \text{Var} \left\{ \mathbb{E}[\hat{\theta}_{\text{int}} \mid \theta, \hat{\theta}_{\text{int}}] \right\}
\]

\[
= \frac{1}{r(1-r)(d_{\text{max}}-d_{\text{int}})} + \frac{1}{r(1-r)d_{\text{int}}},
\]

therefore
\[ \hat{\theta}_{\text{int}} | \hat{\theta}_{\text{int}} \sim \mathcal{N}\left( \hat{\theta}_{\text{int}}, \frac{1}{r(1-r)} \left[ \frac{1}{d_{\text{int}}} + \frac{1}{d_{\max} - d_{\text{int}}} \right] \right). \]  

(A3)

We may also define the complementary estimator

\[ \hat{\theta}_{\text{comp}} := \frac{d_{\max} \hat{\theta}_{\text{max}} - d_{\text{int}} \hat{\theta}_{\text{int}}}{d_{\max} - d_{\text{int}}} \sim \mathcal{N}\left( \theta, \frac{1}{r(1-r)(d_{\max} - d_{\text{int}})} \right) \]

which is asymptotically independent of \( \hat{\theta}_{\text{int}} \) (as a result of the independent increments property of the Brownian motion) and whose posterior predictive distribution is identical to that of \( \hat{\theta}_{\text{int}} \) \( j \hat{\theta}_{\text{int}} \) that is,

\[ \hat{\theta}_{\text{comp}} | \hat{\theta}_{\text{int}} \sim \mathcal{N}\left( \hat{\theta}_{\text{int}}, \frac{1}{r(1-r)} \left[ \frac{1}{d_{\text{int}}} + \frac{1}{d_{\max} - d_{\text{int}}} \right] \right). \]  

(A4)

In particular, we can now decompose \( \hat{\theta}_{\text{max}} \) into a weighted average of two independent estimators as

\[ \hat{\theta}_{\text{max}} = \frac{d_{\text{int}}}{d_{\max}} \hat{\theta}_{\text{int}} + \frac{d_{\max} - d_{\text{int}}}{d_{\max}} \hat{\theta}_{\text{comp}}. \]  

(A5)

From Equations (A5) and (A4) we gather that

\[ \mathbb{E}[\hat{\theta}_{\text{max}} | \hat{\theta}_{\text{int}}] = \hat{\theta}_{\text{int}} \]

and

\[ \text{Var}[\hat{\theta}_{\text{max}} | \hat{\theta}_{\text{int}}] = \left( \frac{d_{\max} - d_{\text{int}}}{d_{\max}} \right)^2 \text{Var}[\hat{\theta}_{\text{comp}} | \hat{\theta}_{\text{int}}], \]

hence

\[ \hat{\theta}_{\text{max}} | \hat{\theta}_{\text{int}} \sim \mathcal{N}\left( \hat{\theta}_{\text{int}}, \frac{1}{r(1-r)} \left[ \frac{1}{d_{\text{int}}} - \frac{1}{d_{\max}} \right] \right). \]  

(A6)

Combining Equations (A3) and (A6) with Equations (17) and (18) yields Equations (19) and (20).