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THE THRESHOLD APPROACH TO CLINICAL DECISION MAKING

Stephen G. Pauker, M.D., and Jerome P. Kassirer, M.D.

Abstract The physician’s estimate of the probability that a patient has a particular disease is a principal factor in the determination of whether to withhold treatment, obtain more data by testing, or treat without subjecting the patient to the risks of further diagnostic tests.

Using the concepts of decision analysis, we have derived expressions for two threshold probabilities involved in this choice: a “testing” threshold and a “treatment” threshold. Values can be assigned to these thresholds from data on the reliability and potential risks of the diagnostic test and the benefits and risks of a specific treatment. Treatment should be withheld if the probability of disease is smaller than the testing threshold, and treatment should be given without further testing if the probability of disease is greater than the test-treatment threshold. The test should be performed (with treatment depending on the test outcome) only if the probability of disease is between the two thresholds. The method exposes important principles of decision making and helps the clinician develop a rational, quantitative approach to the use of diagnostic tests. (N Engl J Med. 1980; 302:1109-17.)

WHEN two different approaches to managing a patient appear to have the same potential value, the decision faced by the physician is often described as a “toss-up.” This concept of indifference between strategies is familiar to all experienced clinicians but has received scant attention as a possible reference point in clinical decision making. In a previous study we developed the concept of the therapeutic threshold — a probability of disease that constitutes one such point of indifference. 1 In problems that can be reduced to two choices, i.e., either administering or withholding a specific treatment for a specific disease, this threshold can be used as a guide. It stipulates the action to be taken as a function of the probability of disease in a given patient. The optimal choices are to withhold treatment when the estimated probability of disease is smaller than the therapeutic threshold and to administer treatment when the prob-
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ability is greater than this threshold. The therapeutic threshold is calculated from data describing the benefits and risks of the specific treatment.

In the present study we extend the threshold concept to problems that can be reduced to three choices: to withhold treatment, to treat without testing, or to perform a test that determines the subsequent approach. We derive two thresholds: a “testing” threshold, the probability of disease at which there is no difference between the value of withholding treatment and that of performing the test; and a “test-treatment” threshold, the probability of disease at which there is no difference between the value of performing the test and that of administering treatment. Calculation of these thresholds incorporates data that describe the risks and benefits of treatment and the risks of testing and its reliability in terms of the frequency of false-positive and false-negative results.

According to this approach, the decision to treat, not treat, or perform a test is governed by the estimated probability of disease and the two calculated thresholds. For a patient suspected of having chronic active hepatitis, for example, the best choice is to withhold steroid therapy if the probability of disease is smaller than the “testing” threshold, to administer steroids if the probability of disease is greater than the “test-treatment” threshold, and to perform a liver biopsy only if the probability of disease lies between the two thresholds. Steroids are administered only if the biopsy proves positive.

The thresholds provide a basis for deciding whether to test, treat, or do neither. The relations between tests and treatments identified by the threshold approach also provide a basis for teaching strategies of patient management.

Methods and Results

Definition of the Problem

The problem considered in this analysis has the following characteristics: Only a single disease, disorder, syndrome, or condition is under consideration; a given patient either has it or does not. A well-defined, clearly beneficial treatment is available. A patient who does not have the disease but who nevertheless receives treatment is subjected to some identifiable risk; the patient who has the disease is subjected to the same risk from the treatment, but nevertheless benefits from it. A diagnostic test can provide additional information about the presence of the disease. The test is imperfect — both false-positive and false-negative results occur, and a patient who undergoes the diagnostic test is exposed to some risk.

The physician must decide whether to administer treatment without performing the diagnostic test, to withhold treatment without testing, or to perform the test and then administer or withhold treatment on the basis of the results. The physician’s estimate of the likelihood of disease in a given patient, based on information available without use of the diagnostic test, is designated here as the probability of disease. All symbol definitions are summarized in Table 1. Economic costs are not considered in this analysis.

Representation of the Problem

A model with the characteristics described above is shown as a decision tree in Figure 1. One can see from the center branch that treatment is administered if the test is positive and withheld if it is negative. However, because positive results occur in some patients without the disease, some of these patients will nevertheless be subjected to the risk of therapy. Similarly, because negative results occur in some patients with the disease, some of them will not receive treatment and will therefore lose the benefit of therapy.

Each of the eight outcomes in the decision tree is assigned a probability and a relative value, or utility. The expected utility of each of the three available options is then calculated from these probabilities and utilities. According to the principles of decision theory, the best choice is the one with the highest expected utility.

Derivation of the Thresholds

A decision maker should be indifferent with regard to choosing between two courses of action when the expected utilities of both options are the same. This principle, used previously to derive the therapeutic threshold, can be applied to the more complex problem posed here. The indifference point for the choice between withholding therapy and performing a diagnostic test (Fig. 1) is a probability of disease designated here as the “testing” threshold (T). The indifference point for the choice between performing the diagnostic test and administering treatment (Fig. 1) is a probability of disease designated here as the “test-treatment” threshold (T%).

Because the thresholds define these two indifference points, the physician can be guided by the calculated thresholds and estimated probability of disease in a given patient. As illustrated in the top segment of Figure 2, the best choices are to withhold both treatment and the test if the probability of disease is smaller than the testing threshold, to administer treatment without testing if the probability of disease is greater than the test-treatment threshold, and to perform the test only if the probability of disease falls between the two thresholds.

To derive the thresholds, we assigned a probability and utility to each terminal branch of the decision tree (Tables 1 and 2), calculated the expected value of two of the main branches (for example, “administer treatment” and “perform diagnostic test”), set the expected value of the two main branches equal to each other,
Figure 1. A Decision Tree Demonstrating Three Available Options — Withholding Therapy (Lower Branch), Administering Therapy (Top Branch), and Performing a Diagnostic Test (Middle Branch). The square denotes the decision, and the circles chance events.

Figure 2. Effect of Differences in the Reliability and Risks of Diagnostic Tests on the Two Thresholds. In all portions of the figure, the probability of disease (depicted on the horizontal axis) ranges from 0 to 1.
and then solved for the probability of disease. In making these calculations, we simplified the utilities by defining the various benefits and risks of therapy and the risks of testing as differences between the utilities of various outcomes. Thus, the net benefit of treatment ($B_{dx}$) is the difference in utility, for patients known to have the disease, between treating and withholding therapy. The net risk of treatment ($R_{dx}$) is the difference in utility, for patients known not to have the disease, between withholding therapy and treating. The net risk of testing ($R_t$) is the difference in utility between achieving a given outcome with and without exposing the patient to the test.

The reliability of the test is defined in terms of the frequency of true-positive and false-positive results and of true-negative and false-negative results. The derivation of the testing threshold is given in the appendix; all symbols are defined in Table 1. The expressions for the thresholds are:

$$T_t \text{ (testing threshold)} = \frac{(P_{pos/d}) \times (R_{dx}) + R_t}{(P_{pos/d}) \times (R_{dx}) + (P_{pos/d}) \times (B_{dx})}$$

$$T_{rx} \text{ (test-treatment threshold)} = \frac{(P_{neg/d}) \times (R_{dx}) - R_t}{(P_{neg/d}) \times (R_{dx}) + (P_{neg/d}) \times (B_{dx})}$$

### Assessment of the Variables

#### Probability of Disease

Published estimates of disease prevalence can be used as an index of the probability of a given disease in patients with a relatively standard clinical picture. Even in unusual cases, such estimates often form convenient anchor points for subjective estimates. In fact, clinical findings often do not comprise a typical constellation, and when an assessment of the probability of disease is required, it must be tailored to the findings in the individual patient. In this study, the probability of disease is a quantitative assessment by the physician of the likelihood of disease based on the clinical and laboratory findings available before the principal management decision must be made.

Such probability assessments must, of course, be estimates. Studies in nonmedical domains show that people have biases and often make inaccurate estimates and that training improves the reliability of such estimates. Of course, most studies of this sort rely on simple tests in which an actual probability is known (for example, the number of various colored balls in an urn), whereas in medicine a probability assessment represents a belief or opinion for which no actual or true value exists. Despite this state of affairs, we believe that subjective probability assessments are useful. At least one study showed that physicians make probability estimates with reasonable reliability. Although physicians may feel uncomfortable when asked to estimate the probability of disease in an individual patient, they often make such judgments more confidently when asked to estimate how many of 100 or 1000 identical patients with a given set of findings will actually be found to have the disease (Pauker SG, Kassirer JP: unpublished observations). Finally, the exact value of a given probability may not be critical if repeated Bayesian analysis is applied to the data or if sensitivity analysis is used to test the limits of this variable.

#### Reliability of Tests

In this study the reliability of a diagnostic test is summarized by four interrelated indexes: the true-positive rate or test sensitivity ($P_{pos/d}$), the true-negative rate or test specificity ($P_{neg/d}$), the false-positive rate ($P_{pos/d}$), and the false-negative rate ($P_{neg/d}$). These indexes can often be obtained from published data, but sometimes the values are not specific enough. In such cases, it is necessary to use the subjective probability estimates of experts to obtain assessments of the test reliability tailored to individual clinical problems. If a calculation requires data on the reliability of a liver biopsy in diagnosing chronic active hepatitis, for example, the sensitivity of the biopsy might be lower than that given in published reports if the patient has already received steroid therapy for some time. In such cases adjustments must be based on expert opinion.

---

**Benefits and Risks**

The use of the thresholds requires that the relative value of each potential outcome be assigned on a single, consistent utility scale. Such scales can be expressed in terms of survival, freedom from morbidity (for example, quality-adjusted years of survival or percentage of patients free of major complications), or even in arbitrary units that combine the patient's personal values regarding many factors, including risk. Because the separate utilities are expressed on a single scale, the risks and benefits as defined here will also lie on that scale.

The assessment of risks and benefits is not simple. Even a single attribute such as survival may be expressed in terms of life expectancy, five-year survival, or some other measurement. When several attributes must be considered, when economic costs affect the decision, and when the patient's own values must be included in the decision-making process, the utility assessments are all the more difficult to make and may require special techniques, which are an area of active research. In the examples we present, we use several measures of utility. In one example we make arbitrary assumptions about the relative values of disparate risks and benefits of treatment, because the various outcomes have very different impacts on the patient's welfare. In the other example we base the utility assessments for test and treatment outcomes solely on mortality rates. The necessity for making such assumptions explicit should be viewed as a strength and not as a weakness of this analytic approach: certainly, comparisons of this nature must underlie all clinical decisions, whether they are based on "intuitive" judgment or formal analytical reasoning.

### Applications of the Threshold Equations

In the following examples, published data are cited as the source of probabilities and utilities except when such data were not specific enough for use in the calculations. In such cases the opinions of experts were used.

#### A Patient Suspected of Having Vasculitis with Renal Involvement

### Case Description

A 55-year-old man presents with arthralgias, severe hypertension (blood pressure, 240/140 mm Hg), and renal failure (blood urea nitrogen, 90 mg per deciliter; creatinine, 8 mg per deciliter). There is no history of renal disease, but for the past five years the patient has had hypertension treated with methyldopa and diuretics. Six months ago his renal function was normal. The fundi show Grade 3 hypertensive changes, and the skin shows a few scattered petechiae, but the remainder of the physical examination is normal. The white-cell count is 9700 with 2 per cent eosinophils and no left shift; the hemoglobin is 14 g per deciliter and the hematocrit is 45 per cent; a few helmet cells and burr cells are seen on the peripheral smear, and the reticulocyte count is 3.5 per cent. Urinalysis demonstrates 20 to 25 red cells per high-power field and several red-cell casts; there is 3+ proteinuria. Chest x-ray films are normal except for slight cardiomegaly, and the electrocardiogram reveals voltage changes consistent with left ventricular hypertrophy. Stool guaiac shows a 2+ reaction. The patient was begun on corticosteroid therapy 24 hours ago for suspected renal vasculitis. He was also treated with parenteral antihypertensive drugs, and his blood pressure fell to 130/90 mm Hg.
Should a renal biopsy be performed, should steroid therapy be continued for one to two months, or should steroid therapy be discontinued?

Diagnosis

The diagnoses under consideration are renal vasculitis and malignant hypertension. Steroid-responsive vasculitis is regarded here as "disease" in the decision tree, and steroid-unresponsive malignant hypertension as "no disease." On the basis of clinical features, the probability of renal vasculitis is estimated to be between 0.6 and 0.7.

Risks and Benefits of Treatment

The treatment under consideration is short-term corticosteroid therapy (one to two months). Steroid therapy will not benefit patients with malignant hypertension and severe renal insufficiency; it will only subject them to the risk of steroid-induced complications. These serious complications (Rrx) will occur in approximately 5 per cent of patients treated. It is assumed that steroid therapy will improve renal function in only about 20 per cent of patients with vasculitis complicated by severe renal failure and that the long-term benefits of improving renal function have approximately twice the value of avoiding steroid complications. Thus, the benefit of therapy would be 20% \times 2, or 40, but because only 95 per cent of treated patients who improve will avoid serious steroid complications, the net benefit of treating (Brx) is 40 \times 95\%, or 38.

Risk and Value of the Test

The risk of serious complications (R1) after needle biopsy of the kidney in a patient with severe hypertension and a creatinine of 8 mg per deciliter is approximately 2 per cent. The probability of finding typical vasculitic or glomerular proliferative lesions in vasculitis complicated by severe renal failure is approximately 0.9; the probability of finding glomerular and arteriolar lesions that would be mistaken for vasculitis in patients with malignant hypertension is estimated to be 0.05.

Calculations

Benefits and risks:

\[ B_{rx} = 38\%; R_{rx} = 5\%; R_i = 2\% \]

Test accuracy:

\[ P_{pos/d} = 0.9; P_{neg/d} = 0.1 \]
\[ P_{pos/nd} = 0.05; P_{neg/nd} = 0.95 \]

Testing threshold (Tt):

\[ T_t = \frac{(P_{pos/d}) \times (R_{pos}) + R_i}{(P_{pos/nd}) \times (R_{pos}) + (P_{pos/d}) \times (R_{neg})} = \frac{(0.05 \times 5) + 2}{(0.05 \times 5) + (0.9 \times 38)} = 0.07 \]

Test-treatment threshold (Trx):

\[ T_{rx} = \frac{(P_{pos/d}) \times (R_{pos}) - R_i}{(P_{neg/nd}) \times (R_{pos}) + (P_{neg/d}) \times (R_{neg})} = \frac{(0.95 \times 5) - 2}{(0.95 \times 5) + (0.1 \times 38)} = 0.32 \]

Conclusions

If the physician had assessed the probability of vasculitis to be less than 0.07, the best decision would be to discontinue steroid therapy. If the probability of vasculitis was thought to be greater than 0.32, the best choice would be to continue steroid therapy and not to subject the patient to renal biopsy. Only if the probability of vasculitis was between 0.07 and 0.32 would the patient's best interests be served by performing a biopsy. In this particular patient, the probability of vasculitis was thought to be 0.6 to 0.7; for this reason the best decision is to continue steroid therapy and not to perform a renal biopsy.

This particular analysis shows the way in which the threshold concept can be applied to decisions about continuing or discontinuing therapy. It also illustrates the manner in which expert opinion can be integrated into the decision-making process when published data are inadequate. Moreover, it shows that unnecessary diagnostic procedures can be avoided through explicit assessment of the value and risks of such tests.

In the selection of data for this problem, improving renal function was assigned twice the value of avoiding a short-term complication of steroid therapy. The choice of a factor of two was arbitrary but consistent with the impressions of experienced clinicians. If the factor is five rather than two, then \( T_t \) is 0.03 and \( T_{rx} \) is 0.19; if the factor is one, then \( T_t \) is 0.13 and \( T_{rx} \) is 0.41. Thus, for any factor between one and five, the decision regarding the patient described here would not be different — the probability of vasculitis (0.6 to 0.7) would far exceed \( T_{rx} \). Extending this sensitivity analysis shows that steroid therapy is the best choice in this patient no matter what value is taken for this factor.

A Patient with an Ulcerating Lesion of the Stomach

Case Description

A 60-year-old man presents with epigastric pain and hematemesis. An upper-gastrointestinal series reveals a 2-cm ulcer on the greater curvature of the stomach.

Should gastroscopy be performed? Should the patient have exploratory surgery? Should the patient be treated medically without being subjected to either gastroscopy or surgery?

Diagnosis

The principal diagnosis under consideration is gastric cancer. On the decision tree, gastric cancer is a "disease," and nonmalignant ulcer "no disease." Given the history and findings on the upper-gastrointestinal series, several gastroenterologists and radiologists concluded that the probability of gastric cancer in this patient is approximately 0.1.

Benefits and Risks of Treatment

The treatment under consideration is laparotomy followed by gastrectomy if the presence of cancer is
confirmed. The risks and benefits of gastrectomy for
gastric cancer can be assessed as follows: the operative
mortality rate ($R_t$) for laparotomy in a 60-year-old
patient is approximately 2 per cent;39,40; early gastrec-
tomy in patients with gastric cancer should prevent
localized cancer from spreading to regional nodes in
some fraction of patients. The relative survival rates for
patients with localized cancer of the stomach and for
patients with regional spread of the disease are
relatively constant when measured five and 10 years
after surgery.41 Patients with localized disease survive
at roughly 47 per cent of the rate at which patients
without cancer survive, whereas patients with regional
involvement survive at only 14 per cent of the survival
rate of patients without cancer.41-43 Thus, the benefit
of early surgery ($B_{rx}$) is a gain of approximately 33 per
cent in relative survival rate.

**Risk and Value of the Test**

The mortality rate of gastroscopy ($R_t$) is approxi-
mately 0.005 per cent.44 It is assumed that approxi-
mately 96 per cent of gastric cancers are detected by
gastroscopy if the test is performed with guided lavage
and brush cytology (the true-positive rate)44 and that
the false-positive rate is approximately 2 per cent.

**Calculations**

**Benefits and risks:**

$B_{rx} = 33\%; R_{rx} = 2\%; R_t = 0.005\%$

**Test accuracy:**

$P_{pos/d} = 0.96; P_{neg/d} = 0.04$
$P_{pos/nd} = 0.02; P_{neg/nd} = 0.98$

**Testing threshold ($T_1$):**

$$T_1 = \frac{(0.02 \times 2) + 0.005}{(0.02 \times 2) + (0.96 \times 33)} = 0.0014$$

**Test-treatment threshold ($T_{trx}$):**

$$T_{trx} = \frac{(0.98 \times 2) - 0.005}{(0.98 \times 2) + (0.04 \times 33)} = 0.60$$

**Conclusions**

If the physician had assessed the probability of gas-
tric cancer to be extremely small (less than 0.0014),
then neither gastroscopy nor surgery should be done.
If the probability of cancer was thought to be greater
than 0.6, then surgery should be done without gas-
 troscopy. If the probability of cancer, however, lies
between the two thresholds (in this case, 0.0014 and
0.6), gastroscopy should be performed. In this patient,
the probability of disease was estimated at 0.1, and
gastroscopy is thus the best choice. If the study is
positive, surgery should be performed; if it is nega-
tive, the patient should be treated medically. It is of
particular interest that gastroscopy is not indicated
when the probability of gastric cancer is greater than
0.60 even though the risk of the procedure is very low,
simply because the reliability of the test does not war-
rant its use. This example also serves to illustrate cir-
cumstances in which the risk of testing can, for all in-
ten ts and purposes, be ignored. Thus, if $R_t$ had been
0 instead of the reported figure of 0.005 per cent, the
two thresholds would be 0.0013 and 0.60; this trivial
change would have had no effect on the decision in
this patient.

**DISCUSSION**

When managing an individual patient, most physi-
cians implicitly consider the trade-offs that influence
the decision whether to withhold therapy, order
another test, or administer therapy. The factors that
must be incorporated into such decisions include the
reliability and risk of the test and the value and risk of
treatment.46 Nonetheless, assessment of these factors
is often vague, and even if reasonable data on which to
base such assessments are available, the factors are
frequently integrated tacitly rather than explicitly. In
this paper we have shown that decisions regarding the
use of diagnostic tests can be made in a rigorous
fashion through the calculation of a testing threshold
and a test-treatment threshold.

**Interpretation of the Thresholds**

The two thresholds are represented by the dia-
grams in Figure 2. The bar at the top represents a
clinical situation in which a particular diagnostic test
is available. The probability of disease in a given
patient and the two thresholds, $T_1$ and $T_{trx}$, determine
which segment of the diagram applies to that patient.
When the probability of disease falls within one of the
end segments, either the test result will not alter the
optimal therapeutic action, or the risk of the test will
outweigh the benefit of the diagnostic information
that the test may provide. The best choice for proba-
bilities below the testing threshold is to withhold
treatment and, for probabilities above the test-
treatment threshold, to administer treatment. When
the probability of disease before testing lies between
the two thresholds, however, the test result could
change the likelihood of disease enough to alter the
subsequent therapeutic decision, and, thus, the best
choice is to perform the test.

The impact of the accuracy and risk of a test is illus-
trated by the lower two diagrams in Figure 2. The
diagram on the lower left illustrates another hypo-
thetical test that is either more accurate (smaller fre-
quency of false-positive and false-negative results) or
safer (lower risk) than the reference test shown at the
top. In this case, the test has greater diagnostic value
as compared with the reference test and should be
performed at both lower and higher probabilities than
the reference test. By contrast, a third test with lower
accuracy or greater risk is illustrated by the diagram
on the lower right. In this case, the test has less diag-
nostic value than the reference test and should be per-
formed only when the probabilities of disease lie in a narrow range.

The Relation between Testing and Treating

Discussions of the indications for diagnostic tests usually consider the virtues and drawbacks of tests in isolation, rather than in relation to their potential therapeutic usefulness. The critical principles that link the benefits and risks of testing with those of treatment, previously obfuscated by the lack of a quantitative approach, are highlighted by reference to the thresholds. First of all, it is apparent that the risk of a diagnostic test must be weighed against the risk of exposing patients without the disease to unnecessary treatment: one should be willing to use a test with high risk if it reliably identifies patients who do not have the disease and who will thus avoid high-risk therapy. If the risk of testing exceeds the risk of treating such patients, however, then it would be unreasonable to perform the test even if the test results could provide perfect diagnostic information. In such cases, all patients with probabilities of disease above the previously described therapeutic threshold should be treated without testing. Similarly, in patients with a small chance of having the disease, the risk of testing must be weighed against the potentially lost benefit of treating those few patients who may actually have the disease. If the risk of testing exceeds the benefit of treating such patients, it would again be unreasonable to perform the test. On the other hand, if the risk of testing is zero, the thresholds are determined by the information that the test might provide in the light of the probability of disease before testing. When the probability of disease is either very high or very low, it might not be altered sufficiently by the test results to influence the therapeutic decision: in such cases testing is superfluous and only adds to the patient’s burden of risk and expense.

The risk and the reliability of a diagnostic test are counterbalancing forces. If the risk of the test is sufficiently low relative to the risk of therapy, then substantial inaccuracies of testing might be tolerated. Conversely, if the accuracy of the test is sufficiently high, then substantial risks of testing might be tolerated to obtain needed information. Finally, these observations point out once again the importance of considering the potential impact of a diagnostic test before performing the test. The didactic value of these concepts for training both students and house officers is evident.

Because the risk of most tests currently in use is quite small, the accuracy of the test and the probability of disease are major factors that influence the decision to use the test. It is common, however, to face a decision about diagnostic testing in a critically ill patient in whom the risk of a test is considerably increased. Furthermore, such patients often have underlying diseases that limit their life expectancy and thus limit the relative benefit of therapy. It is precisely these patients in whom the risk and potential of errors of the test must be carefully balanced against the potential benefits of additional information, and it is these complex, individual situations in which the threshold technique may have its greatest impact.

Applications

This analytic approach should prove useful in evaluating new diagnostic procedures. If a new procedure provides highly accurate information and is virtually risk free, its use should be encouraged. If, on the other hand, a new test is associated with substantial risk or provides less than perfect information, these factors must be carefully balanced against its potential advantages. In such cases, consideration of the risks and errors of the test in relation to the risks and benefits of therapy should be critical in determining whether to recommend the test.

The method presented here requires modification in certain settings. Our model assumes that the test under consideration provides the physician with only diagnostic information and that therapy should be administered without performing the test if the likelihood of the disease is sufficiently high. In certain circumstances, however, a test may provide information required for directing therapy. When considering coronary-bypass surgery to treat angina pectoris, for example, the surgeon must study a coronary arteriogram to assess the anatomic site for grafts. Similarly, when evaluating a mass in the kidney, the urologist performs a renal arteriogram to assess tumor size, location, and the presence or absence of vascular invasion, and uses these data to determine the nature of the surgical approach. In these circumstances, the test-treatment threshold does not exist because therapy cannot be administered without testing. Nevertheless, the testing threshold remains valid.

This explicit approach to decision making can be applied both to generic clinical problems and to decisions involving individual patients. Examples of common problems that should be amenable to the threshold approach include the choice among pulmonary arteriography, anticoagulation, or no therapy for suspected pulmonary embolism, and the choices among biopsy, steroid therapy, or no therapy for temporal arteritis, chronic active hepatitis, and the idiopathic nephrotic syndrome. A particular strength of the threshold approach is the ready mechanism that it provides for the combination of data from diverse sources. For example, the clinician might use one source in the literature for information on the sensitivity and specificity of a diagnostic test, another source for data on the complications of a test, and the opinion of one or more consultants for information on the benefits and risks of therapy; the clinician might then use his or her own judgment or the integrated judgment of several physicians (illustrated in both examples) to assess the probability of disease.
The threshold approach to clinical decision making does not necessarily require strict adherence to the model described here. For any clinical problem in which the presence or absence of a disease can be described as a probability, one can derive a threshold by setting the expected utilities of two management options equal to each other and solving for the probability. Of course, problems that do not conform to these conditions can be approached with standard analytic methods of decision making.\textsuperscript{13-14}

The threshold concept has the potential of improving the quality and containing the costs of medical care. By identifying situations in which the ultimate therapeutic decision would not be affected by the result of a test, it should be possible to avoid some of the misleading results, the complications, and the financial burden of unnecessary diagnostic tests.

**APPENDIX**

The testing threshold (T\textsubscript{p}) is the probability of disease (p) at which the expected value of withholding treatment (EV\textsubscript{w}) is equal to the expected value of testing (EV\textsubscript{t}). For other symbols, see Tables 1 and 2.

The expected value of a given strategy is equal to the sum of the pairwise products of probabilities and utilities for each potential outcome of that strategy.\textsuperscript{14-19}

Thus,

\[
EV_{\text{w}} = (p) \times (U_{\text{dno}}) + (1 - p) \times (U_{\text{ndr}})
\]

\[
EV_{\text{t}} = \left\{ (p) \times (U_{\text{drx}} - R_{\text{r}}) + (1 - p) \times (U_{\text{ndr}} - R_{\text{r}}) \right\}
\]

Furthermore, since all patients are assumed to have either a positive or negative test result, we have:

\[
P_{\text{pos/nd}} + P_{\text{neg/nd}} = 1, \text{ and } P_{\text{pos/nd}} + P_{\text{neg/nd}} = 1
\]

Setting \( EV_{\text{w}} = EV_{\text{t}} \) and transposing,

\[
\frac{U_{\text{dno}} - U_{\text{ndr}}}{(p) \times (U_{\text{dno}}) \times (U_{\text{drx}} - R_{\text{r}})} = \frac{(p) \times (U_{\text{drx}} - R_{\text{r}})}{(p) \times (U_{\text{drx}} - R_{\text{r}}) + (1 - p) \times (U_{\text{ndr}} - R_{\text{r}})}
\]

Substituting \( p_{\text{pos/nd}} = 1 - p_{\text{neg/nd}} \) and solving for \( p \),

\[
p = \frac{(P_{\text{pos/nd}}) \times (U_{\text{dno}}) \times (U_{\text{ndr}} - U_{\text{drx}}) + (P_{\text{pos/nd}}) \times (U_{\text{dno}}) \times (U_{\text{ndr}} - U_{\text{drx}})}{(P_{\text{pos/nd}}) \times (U_{\text{dno}}) \times (U_{\text{ndr}} - U_{\text{drx}}) + (P_{\text{pos/nd}}) \times (U_{\text{dno}}) \times (U_{\text{drx}} - U_{\text{dno}})}
\]

Substituting \( B_{\text{drx}} = U_{\text{drx}} - U_{\text{dno}} \) and \( R_{\text{drx}} = U_{\text{ndr}} - U_{\text{dno}} \),

\[
p = T_{p} = \frac{(P_{\text{pos/nd}}) \times (R_{\text{drx}})}{(P_{\text{pos/nd}}) \times (R_{\text{r}}) + (P_{\text{pos/nd}}) \times (R_{\text{r}})}
\]

The test-treatment threshold is the probability of disease at which the expected value of testing is equal to the expected value of treating. This threshold is found by setting \( EV_{\text{t}} = EV_{\text{w}} \) and solving for \( p \) in a fashion similar to that above (calculations are not shown).
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THERAPEUTIC angiography is the field of radiology that employs methods that were formerly used for diagnosis but have been improved or modified to serve as therapeutic measures. For example, the angiographic catheter used to confirm the diagnosis of a suspected liver or kidney lesion may also become the vehicle for selective delivery of vasoactive drugs, chemotherapeutic agents, or embolizing materials, or it may be modified to become a double-lumen balloon catheter for dilatation in a patient with symptomatic arterial narrowing. Angiographic procedures and their applications may be divided into the following groups: procedures used to reduce regional blood flow, procedures used to increase blood flow, and miscellaneous procedures.

REDUCTION OF REGIONAL BLOOD FLOW

Blood flow to an organ, a lesion, or a vascular bed may be reduced by mechanical occlusion of the lumen of the feeding vessel or regional infusion of vasoconstricting drugs. Posterior pituitary extract is the only vasoconstrictor used for this purpose, and its application is discussed in a later section. Mechanical means to occlude the lumen of a vessel based on angiographic catheterization techniques include embolization, insertion of catheters with fixed or detachable balloons, and intravascular electrocoagulation.

Transcatheter Vessel Occlusion

Intravascular occlusion by means of embolization is not similar to surgical ligation of the vessel. The former is more peripheral and depends on the size and nature of the emboli; the latter is proximal and does not prevent collateral vessels from reconstituting the distal branches of the ligated vessel. Depending on the nature of the lesion and the vascular bed, different embolic materials are desirable. An arteriovenous malformation must be completely filled with a liquid embolic substance, whereas an arteriovenous fistula should be occluded not with particulate matter or liquids, which might escape into the venous outflow, but with a mechanical device occluding the fistula itself. Combinations of more than one embolic material are often necessary, for example, peripheral embolization of a renal tumor with particulate matter may be followed by proximal occlusion of the feeding vessel with a mechanical device.

The ideal method of vessel occlusion should adequately reduce blood flow without producing tissue ischemia, and the ideal embolic material should be nontoxic, stable, insoluble in vivo, malleable, radiopaque, capable of being sterilized, and easy to introduce through standard angiographic catheters. The search for the best method has resulted in the use of a large number of embolizing agents, attesting to the fact that the "ideal" remains elusive.

Since autologous blood clots and clots modified with heat or aminocaproic acid (Amicar, Lederle Laboratories, Pearl River, N.Y.) lyse within 48 hours to two weeks, they are not used for embolization for fear of early vessel recanalization. Although muscle and adipose tissue produce longer-lasting occlusions, the need for a separate incision to obtain the material makes them less desirable. The gelatin sponge (Gelfoam, Upjohn, Kalamazoo, Mich.) produces occlusions that last for four to five weeks with no tissue reaction. Its availability and ease of use have made the gelatin sponge the most commonly employed embolic material when temporary occlusion is desired. The method of delivery is simple. Small fragments of gelatin soaked and suspended in normal saline or contrast medium are loaded one or two at a time into a 1-ml or 3-ml syringe and are injected through the angiographic catheter into the vessel to be embolized.