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“It’s much easier to get a result than it is 
to get an answer.” 

－Christie Aschwanden,  FiveThirtyEight 



“What we observe
is not nature itself,

but nature exposed 
to our method of questioning.”

-Werner Heisenberg
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Nature is the nexus of causes 
that produce all phenomena 
actually or potentially available 
for empirical study. 



Nature: The complex and nexus of causes that produce the phenomena of our world that are available for empirical study. The underlying 
causal structure of nature is often abstruse or inscrutable. 

Population: All of the objects (existing, extant and/or possible) in the category of interest for study. The population is the realization of causal 
process in nature. The Population is the expression of the ‘long run’ probabilistic tendencies in nature’s causes.  The population is also the 
primary object of study and inference.

Sample: The subset of the population available for study and observed.

Data: The actual observations made and recorded on the sample. Not all observations/variables of all possible variables from the sample are 
collected. Measurements are made imperfectly and recorded with errors.  The particular instance of the data (out of many possible instances) 
are the source of the statistical likelihood on which the analysis is predicated.

Analysis: The mathematical procedures that account for both the structure and randomness of the data. Typically a model is used or is at least 
implicit. All analyses require assumptions (both strong and weak).   

Inference and Belief: The conclusions drawn from the analysis of the data (and in combination with any external information), including 
whether any associations observed are causal in nature and likely reproducible effects in independent data.  Belief depends on the strength of 
the findings and the research process, coherence with existing knowledge, and numerous cognitive and psychological factors including biases, 
intentions and motivations.

Decisions and Actions: The consequences, if any, of the research activities. The impact of the research will depend in part on the strength of 
the belief resulting from the inference, and the relevance for problems faced by others. Consequences include clinical behavior and medical 
decision making; and scientific behavior including confirmatory reproduction of research, and motivation of additional research. 

The ‘Epistemologic Arc’



The process of evidence generation

“What we observe
is not nature itself,

but nature exposed 
to our method of questioning.”

-Werner Heisenberg
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vs. Causation

Belief ~ Evidence

NATURE

Analytic bias
• Model selection
Ø 𝐸 "𝛽	 "𝛽”𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡”)	≠ 𝛽𝑡𝑟𝑢𝑒	

• Model misspecification
• Over-fitting
• Residual confounding
• Arbitrary categorization
• Collider biasConventional 

statistical 
methods

• Importance of study / 
experimental design

• Risk of selection bias; 
confounding by indication

• Omitted variables
• Missing data
• Measurement issues
• Information bias Likelihood:  P(data | 𝚹)

Uncertainties
• Model specification
• Model selection
• Assumptions re. distributions

P(𝚹 | data )
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Model selection



Structural Causal Models (SCMs) 
and Causal-Directed Acyclic Graphs (cDAGs) 
• Modeling decisions can be supported with SCMs and 

cDAGs (causal diagrams)
 
•  SCMs can be used to 

– define bias
– identify confounding
– Identify sets of adjustments necessary for unbiased statistical 

estimation (conditional on assumptions)

• ! Blind or arbitrary adjustment for confounding may induce 
bias

• Minimal sets of required adjustments can help to use data 
(limited N) efficiently

• Types of systematic bias: 
• Confounding
• Selection bias
• Measurement bias
• others



Resources

• Judea Pearl
1. Causal Inference in Statistics: A Primer, 2016
2. Causality: Models, Reasoning and Inference, 2009
3. The Book of Why: The New Science of Cause and Effect, 2018.

• Miguel Hernan
1. The Causal Inference Book
2. edX MOOC: Causal Diagrams: Draw Your Assumptions Before Your Conclusions

• Modern Epidemiology, 3rd ed. Rothman, Greenland, Lash: Chapter 12–Causal Diagrams
• Causal Diagrams for Epidemiologic Research. S. Greenland,  J. Pearl, J. Robins. 

Epidemiology 1999;10:37-48.
• Epidemiology by Design: A Causal Approach to the Health Sciences, D. Westreich, 2020 
• Developing a Protocol for Observational Comparative Effectiveness Research: A User's 

Guide: Supplement 2, Use of Directed Acyclic Graphs
• DAGitty - drawing and analyzing causal diagrams (DAGs) (www.dagitty.net/)

https://www.wiley.com/en-us/Causal+Inference+in+Statistics%3A+A+Primer-p-9781119186847
http://bayes.cs.ucla.edu/BOOK-2K/
http://bayes.cs.ucla.edu/WHY/
https://www.hsph.harvard.edu/miguel-hernan/causal-inference-book/
https://www.edx.org/course/causal-diagrams-draw-your-assumptions-before-your-conclusions
https://journals.lww.com/epidem/Abstract/1999/01000/Causal_Diagrams_for_Epidemiologic_Research.8.aspx
https://journals.lww.com/epidem/Abstract/1999/01000/Causal_Diagrams_for_Epidemiologic_Research.8.aspx
https://oxford.universitypressscholarship.com/view/10.1093/oso/9780190665760.001.0001/oso-9780190665760
https://www.ncbi.nlm.nih.gov/books/NBK126190/pdf/Bookshelf_NBK126190.pdf
http://www.dagitty.net/


Re-  & Magnifi-  cent resources

Epidemiology by Design, 2019 Statistical Rethinking, 2020
free YouTube lectures! : 
Statistical Rethinking 2023

https://oxford.universitypressscholarship.com/view/10.1093/oso/9780190665760.001.0001/oso-9780190665760
https://xcelab.net/rm/statistical-rethinking/
https://www.youtube.com/playlist?list=PLDcUM9US4XdMROZ57-OIRtIK0aOynbgZN
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Analytic bias
• Model selection

– 𝐸 "𝛽	 "𝛽”𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡”	)	≠ 𝛽𝑡𝑟𝑢𝑒	
• Model misspecification
• Over-fitting
• Residual confounding
• Arbitrary categorization
• Collider bias



Takeaways: Reasons to consider SCMs in model selection for 
observational studies

SCMs …
1. support identification of biases
2. recommend a [minimum] set of 

adjustments necessary for unbiased 
effect estimation 

3. may rationalize model selection
4. can help you spend df’s effectively
5. help in de-bugging our thinking
6. reduce ambiguity in communication 
7. support achieving consensus
8. mitigate ‘analysis multiplicity’ 



• Subject-matter-knowledge-driven 
approaches

• Can aid in selecting covariates in 
regression models by identifying the 
set(s) of adjustments necessary for 
estimation of specific effects without 
bias

• Avoid adjustments that 
induce bias!

• Eschew automated variable 
selection

• Principled data reduction 
techniques

• using data reduction methods (masked to 
Y ) to reduce the dimensionality of the 
predictors and then fitting the number of 
parameters the data’s information content 
can support 

• Shrinkage to mitigate over-fitting
• use shrinkage (penalized estimation) to fit 

a large model without worrying about the 
sample size. 

Complimentary PoV: Variable selection for model selection
SCMs & causal DAGsRMS



We can & will be fooled by data!

“The data are profoundly dumb!” 
                    ---Judea Pearl, Book of Why

•Data helps to describe reality—albeit imperfectly
•Nature is indifferent to furnishing noise vs. signal; the computer 
cannot divine causes

• It is a prevalent mistake to believe that “all the answers [information] 
are in the data”

•Relying on statistical approaches to identifying variables for 
adjustment and control of confounding can be problematic

“Using the data to guide the analysis is almost as dangerous as not using it!”
                                                                                               ---Frank Harrell, RMS



Confounding is a causal phenomenon

“Data do not understand causes and effects; humans do.”
― Judea Pearl, The Book of Why: The New Science of Cause and Effect

• Statistical data, however large, is insufficient for determining what is 
“causal,” and must be supplemented with extra-statistical knowledge to 
make sense

• Subject-matter knowledge must be employed to effectively prevent bias
• SCMs/DAGs are concise and explicit expressions of subject-matter 
knowledge

https://www.goodreads.com/work/quotes/57834899


“Draw your assumptions before your conclusions.” 
—M. Hernan

• Causal diagrams describe the data 
generating process (DGP)

• Causal diagrams help us summarize 
what we know about a problem and 
communicate our assumptions about its 
causal structure.

• Causal diagrams help us diagnose 
biases in causal inference

• Causal diagrams help you organize 
your expert knowledge visually; and 
therefore, they help make our 
assumptions assumptions more explicit.

Causal Diagrams: Draw Your Assumptions Before Your Conclusions and The Causal Inference Book

https://www.edx.org/course/causal-diagrams-draw-your-assumptions-before-your-conclusions
https://www.hsph.harvard.edu/miguel-hernan/causal-inference-book/


How does a DAG work?  



Basic notions in causal models

1. Causal relationship vs. independence
2. Causal paths
3. Biasing structures

i. Confounder (the “Fork”)
ii. Mediator (the “Pipe” or “Chain”)
iii. Collider (the ”Collider”)

4. Backdoor paths, ‘d-separation’, the ‘do-calculus’



Cause - effect

• The presence or absence of arrows in DAGs correspond to the presence or 
absence of individual causal effect in the population

• DAGs are both causal models and statistical models 
(i.e., models that represent associations and independencies)

Causal effects imply associations
P(Y=y | X=x) ≠ P(Y=y)

Absence of causal effects imply 
independencies: e.g.,  P(Y|X) = P(Y)

*See Chapter 1, Pearl, Glymour & Jewell, 2016;   and  M. Hernan’s Causal Diagrams: Draw Your Assumptions Before Your Conclusions 

https://www.edx.org/course/causal-diagrams-draw-your-assumptions-before-your-conclusions


Causal Paths

• Mediation 
• Conditional independence, 

given Z

• Direct vs. indirect effects
• Total effect

 



Confounder structures
• Causal structure with 

common causes

• Bias: spurious association; 
X and Y are not expected 
to be independent

• Conditioning on Z blocks 
the biasing path



Confounders vs. Mediators (Intermediate variables)
• Mediator: variables that are affected by the 

exposure and also affect the outcome
– referred to as a mediator because it mediates, at least 

in part, the effect of hypertension on outcome

• Confounder: Variables that are on the 
common cause path of the exposure and 
outcome 
– conditioning on this variable through regression 

modelling, stratification in the analytical stage or 
restriction and exposure matching in the design stage, 
can prevent confounding

• Adjusting for a confounder removes bias, 
while adjusting for a mediator may lead to 
overadjustment bias.

Hospitalization and death among adults with COVID-19 

1. Cade BE, Dashti HS, Hassan SM, Redline S, Karlson EW. Sleep Apnea and 
COVID-19 Mortality and Hospitalization. Am J Respir Crit Care Med. 2020 Nov 
15;202(10):1462-1464. doi: 10.1164/rccm.202006-2252LE. PMID: 32946275; 
PMCID: PMC7667903.

2. Mulla ZD, Pathak IS. Sleep Apnea and Poor COVID-19 Outcomes: Beware of 
Causal Intermediates and Colliders. Am J Respir Crit Care Med. 2021 May 
15;203(10):1325-1326. doi: 10.1164/rccm.202101-0088LE. PMID: 33684329.



Collider structures
• Paths with convergent 

arrows
• When colliders are not 

conditioned on they block 
pathways

• Conditioning on a collider 
opens the path, inducing 
association between X 
and Y



Confounders vs. Colliders

Catalog of Bias

https://catalogofbias.org/biases/collider-bias/


Collider structures

• With colliders X->Z<-Y:   X ⫫ Y | Z

•The ‘back-door’ path 
X ← ◦ → Z ← ◦ → Y is blocked 
when Z is not conditioned on

• Conditioning on a colliders opens a 
‘back door’ path:  X ⫫ Y | Z

•More eloborate collider structures: 
e.g. “M-bias”, etc.



Collider “M-bias”

Common Structures of Bias; Malcolm Barrett; 2021-01-11

Conditioning on the 
common effect (Mother’s 
Diabetes) imparts an 
association between two 
otherwise independent 
variables (Income and 
Genetics), leading to 
confounding via a 
backdoor path 

https://cran.r-project.org/web/packages/ggdag/vignettes/bias-structures.html


Beware of Causal Intermediates and Colliders 

• Variables can be mediators, colliders 
and confounders (Hypertension is a 
mediator and also a collider)

• A back-door path can be inadvertently 
opened by conditioning on a collider

• Conditioning on a collider can introduce 
a spurious association between its 
causes.

• Controlling for a collider can result in a bias 
that is strong enough to move the observed 
association in a direction that is opposite of 
the true effect.

Hospitalization and death among adults with COVID-19 

1. Cade BE, Dashti HS, Hassan SM, Redline S, Karlson EW. Sleep Apnea and 
COVID-19 Mortality and Hospitalization. Am J Respir Crit Care Med. 2020 Nov 
15;202(10):1462-1464. doi: 10.1164/rccm.202006-2252LE. PMID: 32946275; 
PMCID: PMC7667903.

2. Mulla ZD, Pathak IS. Sleep Apnea and Poor COVID-19 Outcomes: Beware of 
Causal Intermediates and Colliders. Am J Respir Crit Care Med. 2021 May 
15;203(10):1325-1326. doi: 10.1164/rccm.202101-0088LE. PMID: 33684329.



Beware of Causal Intermediates and Colliders 
• Hypertension is a collider on the path from 

OSA to PO. Variable U is an unmeasured 
variable, such as a medication or illness, 
that affects the risk of both hypertension 
and PO. If the data analyst controls for 
hypertension but does not control for U in 
this situation, then collider stratification bias 
will occur.

Hospitalization and death among adults with COVID-19 

1. Cade BE, Dashti HS, Hassan SM, Redline S, Karlson EW. Sleep Apnea and 
COVID-19 Mortality and Hospitalization. Am J Respir Crit Care Med. 2020 Nov 
15;202(10):1462-1464. doi: 10.1164/rccm.202006-2252LE. PMID: 32946275; 
PMCID: PMC7667903.

2. Mulla ZD, Pathak IS. Sleep Apnea and Poor COVID-19 Outcomes: Beware of 
Causal Intermediates and Colliders. Am J Respir Crit Care Med. 2021 May 
15;203(10):1325-1326. doi: 10.1164/rccm.202101-0088LE. PMID: 33684329.



Collider structures: “Selection bias”

Banack, Hailey R.; Kaufman, Jay S.. The “Obesity Paradox” 
Explained. Epidemiology 24(3):p 461-462, May 2013. 

https://journals.lww.com/epidem/Fulltext/2013/05000/The__Obesity_Paradox__Explained.20.aspx
https://journals.lww.com/epidem/Fulltext/2013/05000/The__Obesity_Paradox__Explained.20.aspx


Collider structures

•Collider stratification bias
•Selection bias

• Type-1
• Type-2

•“Selection distortion effect”
• Differential follow-up bias
• Berkson's paradox
• Simpson’s paradox
•  … paradox’s



Collider “M-bias” as “selection bias” and paradoxes

Dairy Products and Cardiometabolic Health Outcomes, Andres Victor Ardisson Korate, 2018 

“Intake of total dairy product or 
individual dairy products were not 
associated with CVD risk, with the 
excep*on of an inverse associa*on 
between ice-cream intake and CVD 
health outcomes.”
 

https://dash.harvard.edu/handle/1/37925665


Collider “M-bias” as “Selection bias”

Dairy Products and Cardiometabolic Health Outcomes, Andres Victor Ardisson Korate, 2018 

https://dash.harvard.edu/handle/1/37925665


Growing awareness of mischief of colliders

MacElreath on Twitter

https://twitter.com/rlmcelreath/status/1391819374252765184?s=20


Adjustment:  Information propagation, and interruption 

• X and Y are associated; 
unless conditioning on Z

• X and Y are associated; 
unless conditioning on Z

• X and Y are not associated; 
unless conditioning on Z

X → Z → Y

X ← Z → Y

X → Z ← Y



“What causes say about data”
• Causal diagrams show how causal relations are expected to translate into 

associations & independencies

1. Initially, associations & independencies derived from subject matter 
knowledge are posited in a DAG

2. Then given the posited model, associations & independencies observed 
in data are are computed

• A credible causal model will reconcile associations & independencies observed 
with the constraints provided by the posited causal model

• Subject to further criticism; revision qualification, elaboration, updating, 
refinement



Intervention ~ de-confounding
P(Y | X) = P(Y | do(X))

Why we really care about pipes, forks and colliders?



P(Y|do(X)) ~ Deconfounding

• Heuristic: an RCT helps us define a 
causal effect in SCMs

• Causal effects of X: arrows leaving X
• Confounding requires an arrow into X
• “do(X)”: an intervention; no exogenous 

determinants
– no arrow into X, no biasing 

(backdoor) pathways
• An un-confounded estimate emulates 

instrumental control: 
             P(Y | X) = P(Y | do(X))



De-confounding by emulating P(Y|do(X))

• Understanding confounding as P(Y|X) ≠ P(Y|do(X)), 
we seek P(Y | X) ≅ P(Y | do(X)) 

• We analyze a DAG for “d-separation”:  
i.e., for any given pattern of paths in the 
causal model, what pattern of 
dependencies and independencies we 
should expect in the data

• We then seek adjustment strategies for 
unbiased estimation of effects [where 
P(Y | X) ≅ P(Y | do(X))] 

• Variables are d-separated if:
1. not connected with each 

other (no pathway)
2. or pathway is blocked

– adjusted non-colliders
– connected only through 

path on which at least 
one unadjusted collider

• otherwise there are open 
pathways and dependencies 
communicated



The “do-calculus”



It can get complicated …

Williamson, et al, 2014



It can get complicated …



Elucidate complexity “The whole art and practice of 
scientific [work] is comprised of  
the skillful interrogation of Nature.”
   — Joan Fisher Box

SCMs allow us to 
• make our assumptions explicit
• communicate complexity to 

stakeholders
• qualify our findings
• address sources of uncertainty
• license “transportability” of 

effects 



…  to analyze the DAG
We have to do the work of positing and articulating a SCM; 
but we have tools to do the causal ‘calculus with a DAG 



Daggity: - drawing and analyzing causal diagrams (DAGs) 
(www.dagitty.net/)

http://www.dagitty.net/


Epidemiologic studies of  
vitamin-D and mortality



The VIOLET Randomized 
Controlled Trial of vitamin-D 
and mortality



Proposed process for using SCMs and DAGs

The Effect: An Introduction to 
Research Design and Causality

Nick Huntington-Klein, 2022

1. Model the data generating 
process

2. List out all paths
3. Find a set of variables that 

close all back doors
4. Measure and control for all 

those variables



Proposed process for using SCMs and DAGs

1. Think hard about the research question and problem of effect 
identification (“skillful interrogation of Nature”)

2. Develop DAGs based on subject matter knowledge without 
looking at data: do not contort the DAG based on data 
availability

3. Do the ‘causal calculus’ in Daggity to identify the set of minimum 
necessary adjustment for unbiased effect estimation

4. Do analysis and reconcile observations with causal model (this 
is science)

5. Publish the DAG with the research report



The Limitations!  



The limitations



The limitations
• It can be difficult: “Causal Inference” 
(“the skillful integration of Nature”) is a 
complex scientific task

• Specifying SCMs/DAGs is not easy
– achieving consensus on SCM even 

harder
– a ‘complete’ SCM (no omitted variables) 

harder still
• Static causal problems are easier; 
time-dependent confounding requires 
special methods

“What is simple is always wrong. What is not is unusable.” —Valéry, Paul (1942)

https://cdn1.sph.harvard.edu/wp-content/uploads/sites/1268/2021/03/ciwhatif_hernanrobins_30mar21.pdf


The limitations

• It’s not ‘automatic’: Specifying 
SCMs/DAGs is not easy

• Regression assumptions, C(Y|X)=X𝞫, 
include no omitted predictors

• DAGs should include all relevant variables, 
including those where direct measurements 
are unavailable
– Explicitly depicting unobserved variables helps to 

highlight potential sources of unobserved 
confounding. 

• Not clear that a “complete” SCMs ever 
achieved.   



“identifiability” does not imply “estimability”



The limitations



Perhaps the hardest part: bringing ingenuity to generating the DAG

• A DAG is a narrative…
• describing the processes that gave rise 

to the data
• No infinite regress:  for a DAG to be 

complete, the shared cause of any two 
variables in the DAG must be included

• requires 
– abstraction
– lateral and orthogonal thinking
– collaboration with SME’s 
– iteration and revision
– time, perseverance
– and ideally, consensus

Writing out DAG means ‘sticking your neck out’.

But positing assumptions so conjectures about 
implications can be made is ‘doing science’!



Recommendation

The Book of Why: The New Science of 
Cause and Effect, by Pearl & Mackenzie, 2018

free YouTube lectures!
Statistical Rethinking 2023

https://www.youtube.com/playlist?list=PLDcUM9US4XdMROZ57-OIRtIK0aOynbgZN


Recommendation

Epidemiology by Design 
Daniel Westreich, 2019

The Effect: An Introduction to 
Research Design and Causality

Nick Huntington-Klein, 2022



The ‘Reprodicibility-’, ‘Replication-’, ‘Statistical-’, ‘… ‘, ‘Crisis’

• A ‘crisis’ in Science: research findings often do not replicate on 
independent data

• How are SCMs and RMS connected to the crisis of scientific “credibility”?
 

EVOLUTION Cooperation  
and conflict from ants  
and chimps to us p.308

HISTORY To fight denial, 
study Galileo and  
Arendt p.309

CHEMISTRY Three more unsung 
women — of astatine 
discovery p.311

PUBLISHING As well as ORCID  
ID and English, list authors 
in their own script p.311

When was the last time you heard 
a seminar speaker claim there 
was ‘no difference’ between 

two groups because the difference was 
‘statistically non-significant’? 

If your experience matches ours, there’s 
a good chance that this happened at the 
last talk you attended. We hope that at least 
someone in the audience was perplexed if, as 
frequently happens, a plot or table showed 
that there actually was a difference.

How do statistics so often lead scientists to 
deny differences that those not educated in 
statistics can plainly see? For several genera-
tions, researchers have been warned that a 
statistically non-significant result does not 
‘prove’ the null hypothesis (the hypothesis 
that there is no difference between groups or 
no effect of a treatment on some measured 
outcome)1. Nor do statistically significant 
results ‘prove’ some other hypothesis. Such 
misconceptions have famously warped the 

literature with overstated claims and, less 
famously, led to claims of conflicts between 
studies where none exists.

We have some proposals to keep scientists 
from falling prey to these misconceptions.

PERVASIVE PROBLEM
Let’s be clear about what must stop: we 
should never conclude there is ‘no differ-
ence’ or ‘no association’ just because a P value 
is larger than a threshold such as 0.05 

Retire statistical significance
Valentin Amrhein, Sander Greenland, Blake McShane and more than 800 signatories 

call for an end to hyped claims and the dismissal of possibly crucial effects.
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Analytic bias
• Model selection

– 𝐸 "𝛽	 "𝛽”𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡”) 	 ≠ 𝛽𝑡𝑟𝑢𝑒	
• Model misspecification
• Over-fitting
• Residual confounding
• Arbitrary categorization
• Collider bias
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methods

• Risk of selection bias; 
confounding by indication

• Importance of study / 
experimental design

• Omitted variables
• Missing data
• Measurement issues
• Information bias DATA

Uncertainties
• Model specification
• Model selection
• Assumptions re. distributions

• Cognition/
psychology

• Intentions
• Motivations

Association 
vs. Causation

Belief ~ Evidence

P(𝚹 | data )

NATURE

Multiplicity of analysis strategies
Likelihood:  P(data | 𝚹)

Hoffmann S, et al. The multiplicity of analysis strategies jeopardizes replicability: lessons learned across disciplines. R Soc Open Sci. 2021 Apr 21;8(4):201925

10.1098/rsos.201925


The multiplicity of analysis strategies jeopardizes replicability



The multiplicity of analysis strategies jeopardizes replicability

See RMS as “Principled choice of statistical methods”



Takeaways: Reasons to consider SCMs in regression modeling 
strategies for observational studies

SCMs …
1. are a great way of de-bugging your 

thinking
2. support identification of biases
3. can recommend adjustments 

necessary for unbiased effect 
estimation 

4. can rationalize model selection
5. can help you spend df’s effectively
6. reduce ambiguity in communication 
7. support achieving consensus



Explanation vs. Prediction

• Evaluates the validity of using predic8on as a proxy 
for explana8on in Bayesian sta8s8cal models
i. a conceptual introduc/on and overview of the 

rela/onship of explana/on and predic/on as well as 
their connec/on to causality; 

ii. large-scale simula/ons of Bayesian generalized-linear 
models to study said rela/onship under various causal 
and sta/s/cal misspecifica/ons; 

iii. ini/al evidence that causality is indeed the missing link 
that connects predic/on and explana/on when 
comparing sta/s/cal models

• Using predic,on as a proxy for explana,on is valid 
and safe only when the considered models are 
sufficiently consistent with the underlying causal 
structure of the true data genera,ng process. 

Scholz, M., & Bürkner, P. C. (2025). Prediction can be safely used as a proxy for explanation in causally consistent Bayesian generalized 
linear models. Journal of Statistical Computation and Simulation, 95(6), 1226–1249. https://doi.org/10.1080/00949655.

https://www.tandfonline.com/doi/full/10.1080/00949655.2024.2449534
https://www.tandfonline.com/doi/full/10.1080/00949655.2024.2449534


Advice



Remember to anchor on the ideal [1]

1. Analysts should be [pro-]actively involved in study 
design & measurement design!
• Simulate the design, the analysis, and the expression of results 

for stakeholders. 
• Simulation is especially useful for 

• sample size estimation, 
• setting realistic expectations about 

precision/uncertainty in results
• exposing futility

• exposing sources of uncertainty in the evidence 
generating process.



Remember to anchor on the ideal [2]

2. Receive data from a well-designed `experiment`, with 
optimal measurement, either restricting or blocking on 
important &/or relevant sources of variability
• Count your blessings!
• Treatment assignment / exposure has no association with any other 

independent variables
• ‘The “unreasonable effectiveness” of Randomization in Natural 

Sciences’
• Adjust for efficiency / precision in estimation 
• Follow principles and examples in RMS, and use RMS tools

https://webhomes.maths.ed.ac.uk/~v1ranick/papers/wigner.pdf
https://webhomes.maths.ed.ac.uk/~v1ranick/papers/wigner.pdf


Remember to anchor on the ideal [3]

3. [“Degenerate situation”]  Receive observational data 
(including SDA of RCTs) 

• use DAGs to expose and summarize your assumptions about the 
relevant system for the estimation

• identify the variables that must be measured and controlled to 
obtain unconfounded effect estimates given those assumptions

• use Daggity, until you get good at parsing paths by eye
• simulate the DGP, and confirm that your analysis methods can 

recover the posited estimate to everyone’s satisfaction
• simulate the design, the analysis, and the expression of results for 

stakeholders in advance of analysis

https://www.dagitty.net/


[“Degenerate situation”] “External comparator”

EHRs and RCTs: Outcome Prediction vs. Optimal Treatment Selection

https://www.fharrell.com/post/ehrs-rcts/


Some ‘exotic’ situations and solutions

Propensity Score Adjustment:
  - Covariate
  - Matching
  - Weighting
  - Stratification

In BBR, see
Misunderstandings About Propensity Scores
Reasons for Failure of Propensity Analysis

https://hbiostat.org/bbr/propensity.html
https://hbiostat.org/bbr/
https://hbiostat.org/bbr/propensity.html
https://hbiostat.org/bbr/propensity.html


Some ‘exotic’ situations and solutions

• Front-Door Criterion: use mediators when confounders 
are unmeasured 

• Instrument affects treatment
• Independent of outcome except through treatment
• Not associated with confounders
• Examples: policy changes, random assignment

• Marginal Structural Models (MSMs) with IPTW
• Sensitivity Analysis & Negative Controls



Some ‘exotic’ situations and solutions

• G-Methods
• G-Formula (Parametric G-Computation)
• G-Estimation of Structural Nested Models

• Machine Learning + Causal Inference
• Targeted Maximum Likelihood Estimation (TMLE)
• Double Machine Learning (DML)
• Causal Forests and HTE estimation



Keep your standards up!!



POPULATION

SAMPLE ANALYSIS

DECISIONS 
& ACTION

INFERENCE
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methods

• Risk of selection bias; 
confounding by indication
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experimental design

• Omitted variables
• Missing data
• Measurement issues
• Information bias DATA
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• DAGS are documentation 
that make the assumptions 
in analyses explicit and 
transparent and available 
for necessary criticism. 

• The principle of 
“transportability” of effects: 
causes are what make 
effects ‘transportable’ and 
reproducible in future 
observations!  

Analytic bias
• Model selection

– 𝐸 "𝛽	 "𝛽”𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡”)	≠ 𝛽𝑡𝑟𝑢𝑒	
• Model misspecification
• Over-fitting
• Residual confounding
• Arbitrary categorization
• Collider bias
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Thank you
Any questions?


