The organizing committee presented us (the panelists) with four questions for brief comment. 

I beta-tested my initial responses by presenting them to members of the Bioinformatics and Computational Biology Department at MD Anderson. This took about an hour. I'm allowed roughly 10 minutes, so I've attempted to distill the essence here. I've also reordered some of the points made for better flow. 

Question 0: Why is reproducibility emerging as an ethical issue?

A0: Because lack of reproducibility has obscured analytical errors, allowing worthless therapies to proceed to clinical trials. 

Question 1: What is an investigator's personal responsibility with respect to research ethics (including reproducibility) is his/her own lab?

A1: In my view, it is an investigator's responsibility to provide easily-runnable data and code that can reproduce the figures and numerical results reported in a publication. “Data” here includes both numerical and clinical data (the latter is often omitted), and also evidence of the data provenance (where the data came from, and what the labels are). A more complete wishlist is given in a piece I co-wrote for Nature in September of last year (Baggerly, 2010), which also included mention of descriptions of any non-scriptable steps, and mention of any preplanned analyses. I do not require that a specific language or software package be used, as long as it is "widely available". If it is not, then extra effort will of course be required.

Q1.1: This sounds laudable, but unrealistic. Everybody wants reproducibility, but when it comes to publication time, assembling this information and code is a lot of work. 

A1.1: Agreed, but with a caveat. Specifically, if you're trying to address reproducibility at publication time, you've often waited too long. If you approach projects from the outset with the idea that the analysis is going to need to be externally reproducible, this can lead to a cleaner organizational style. This point was made independently by at least two presenters in a session on reproducibility at AAAS this year; both of those speakers mentioned approaches they were taking to do this (slides and audio for all talks from this session are available; see links at the end). I write my reports in Sweave with this in mind. Consequently, the first step in an analysis is setting up a clear directory structure to make data findable and using a consistent report structure to emphasize clarity. We've assembled examples of such reports at the supplementary web page for our recent paper in the Annals of Applied Statistics (Baggerly and Coombes, 2009). 
 http://cise.aip.org/vsearch/servlet/VerityServlet?KEY=CSENFA&smode=results&maxdisp=10&possible1=donoho&possible1zone=article&OUTLOG=NO&viewabs=CSENFA&key=DISPLAY&docID=1&page=0&chapter=0
makes this point as well.

Q1.2: Will such a requirement be defeated if it prompts people to greater use of GUIs that are undocumentable?

A1.2: GUIs can be a problem. They don't need to be. The main issue here is whether the software manufacturer has or is willing to implement a runnable script option or a logfile of executed commands (with relevant parameter settings recorded). I think some manufacturers already record these. If regulatory agencies decide that they need to see an audit trail at some point, I think the manufacturers would be willing to oblige. It may also be possible to explain what was done (steps and clicks with the GUI) in words, but this is problematic.
Q1.3: Will people do it? Probably not unless journals start requiring it. 

A1.3: Possibly. I think that both carrots and sticks will be needed, and journal requirements are one type of stick. Along these lines, I note that as of Feb 11, Science clarified that it requires authors to make the code, as well as the data available for reproduction purposes if asked. Funding and regulatory agencies can also wield sticks here by requiring public posting of data and/or code (more on this below). There are also carrots. Modifications in response to reviewer requests are easier. It also has the potential to increase the number of citations of your work (Piwowar, PLoS One 2007).

Question 2: What role, if any, should journals serve in ensuring reproducibility?

A2: First, they can require the posting of data (both numeric and clinical), code and evidence of provenance. Some of this is already done for microarrays in the context of MIAME, but this general goal should be assay independent (in particular, it should not be restricted to genomic or high-throughput assays). Second, they can check to confirm that data and code have actually been deposited. A number of reports (e.g., Stodden AAAS talk for code availability in JASA, Ioannidis et al, Nat Gen 2009 for Nat Gen, Ochsner et al, Nat Meth 2008 for GEO, Hothorn and Leisch, Briefings in Bioinformatics 2011 for Bioinformatics) have suggested that actual rates of data deposition are not high, even in cases where such deposition is nominally required. It should be the authors' responsibility to make sure that such checking is easy. 

Journals are understandably reluctant to host large amounts of raw data, and national centers such as the Gene Expression Omnibus (GEO) and ArrayExpress are more natural options. Authors may also use their own websites, with some commitment to ensure availability and preservation of data integrity. Journals should not, however, be reluctant to host code or supplementary methods, ideally in native form (converting Excel tables to pdf is not helpful), as these data volumes are typically not huge. Similarly, the journals should be willing to host the relevant clinical data. 

Q2.1: Is data being checked for assays other than genomics?

A2.1: At this point, genomics may be being held to something of a higher standard (above that for IHC-based assays, for example). This is partially something that should be addressed by trying to raise the bar for the other types of assay data, as the same reproducibility issues can certainly apply to them. However, to a degree I see high-throughput data as inherently more complex than simpler assays, and this extra level of data complexity may need to be somewhat offset by extra clarity in documentation. 

Question 3: What is the institutional role?

A3: In general, the institution should be prepared to assist by providing both data infrastructure (storage, software) to make reproducibility easier. Note that I am not casting the institution in the role of primary data storer in general. I think the government should be providing central repositories for the data generated under grants, but I think that institutions need to provide both software and hardware infrastructure for training their investigators in terms of how to use these tools and, in some cases, to provide interim storage if the repositories for a given type of data do not yet exist. Institutional repositories are certainly better than nothing, but they aren’t ideal. 
As noted, institutional support should extend to providing some training on both the need for such reproducibility and the availability of tools to make this easier. The institution may also need to be prepared to assist with audits of data and code before clinical trials are begun; the investigators should be prepared to try to make this easier. 

Along these lines, we note that Duke University has recently assembled draft guidance for a Translational Medicine Quality Framework (TMQF). This guidance document makes four explicit recommendations, pertaining to 
1. Data provenance,
2. Including Adequate Quantitative Expertise,
3. Accountability for Quality, and
4. Special Review of Conflicted Research.

We see this as a good first step in clarifying the institutional role. 

Question 4: What is the responsibility of federal agencies with respect to reproducibility and research ethics? How does this role differ when the agency is in the role of the grantor (e.g., NIH) versus the role of a regulator (e.g., FDA)?

A4: Most granting agencies currently require data sharing plans as part of an application requesting more than a threshold amount of funding, but these are currently not weighted in the scoring of the application. Some weight should be given to these plans, and to evidence that data has been made publicly available. (NSF does subject the data management plan to peer review.)
The FDA (for example) provides oversight and approves many clinical trials. The FDA should be prepared to run data and code supplied to confirm that the results reported are obtained and that provenance is checked; it is the investigators' responsibility to make sure that this is easy to do. 

A note I received from Victoria Stodden indicates that at a recent BRDI workshop it was suggested that agencies might require the listing of stable URLs to code and data, as links to publications are listed when a grant application is submitted. 

Q4.1: Dream on. Who's going to check the data management plans? When? There are huge manpower issues.

A4.1: It may be impractical to attempt this with all grant applications at present. It may not be impossible to check with large grants (above an even higher threshold) with clinical implications. We're certainly working on such issues now within MD Anderson. 

Some of this could also be restricted to competing renewals. 

A4.x1: The granting institutions may also wish to consider devoting more funding to the development of authoring tools for producing readily reusable code and more polished software (many academics don't write very good code). This point was made by Robert Gentleman at the AAAS meeting alluded to above. 

A4.x2: The FDA may also ask for more information (and provide more clarity) with regard to the use of complex assays (e.g., genomic "signatures"). Many of these signatures (whose derivation is not obvious) are viewed by the FDA as medical devices, so using a signature to guide therapy (even if this is just choosing between already approved drugs) may require a separate Investigational Device Exemption (IDE). Where the FDA might help with clarity is in better delineating when a signature has become complex enough to be considered as such an In-Vitro Diagnostic Multivariate Index Assay (IVDMIA). 

Links for more:

Baggerly and Coombes, Annals of Applied Statistics. 2009, 3(4):1309-1334. arxiv.org link

http://arxiv.org/abs/1010.1092

Baggerly and Coombes, supplementary web site (includes examples of template reports we use)

http://bioinformatics.mdanderson.org/Supplements/ReproRsch-All/
http://bioinformatics.mdanderson.org/Supplements/ReproRsch-All/Modified/index.html
Video page: http://odin.mdacc.tmc.edu/~kabaggerly/videos.html
The Cancer Letter, http://www.cancerletter.com/
(issues from Oct 2, 9, 23 of 2009; Jan 29, May 14, Jul 16, 23, 30, Oct 1, 22, 29, Nov 5, 19, Dec 10 of 2010; Jan 7, 14, 28, Feb 4, Mar 4 of 2011 deal with the genomic clinical trials run at Duke.)

NCI Documents released to IOM: http://www.cancerletter.com/categories/documents (for the Jan 7, 2011 issue)

MP3 of Lisa McShane's (NCI) presentation to the IOM: http://www.cancerletter.com/categories/documents (for the Jan 28, 2011 issue)

Our annotation and timeline: http://bioinformatics.mdanderson.org/Supplements/ReproRsch-All/Modified/index.html
Duke Guidance Document: http://medschool.duke.edu/modules/som_research/index.php?id=22
Baggerly et al, Nature. 2010. Sep 23;467(7314):401.

Baggerly and Coombes, Clinical Chemistry (in press; proofs posted Mar 1, 2011): http://www.clinchem.org/papbyrecent.dtl
Reproducible Research Google Group: http://groups.google.com/group/reproducible-research
Frank Harrell's Sweave Page: http://biostat.mc.vanderbilt.edu/wiki/Main/SweaveLatex
AAAS Reproducibility Session Slides & MP3: http://www.stanford.edu/~vcs/AAAS2011/
organized by Victoria Stodden, with presentations by me, Victoria Stodden, Fernando Perez (use git!),
Michael Reich (Gene Pattern), Robert Gentleman, David Donoho / Matan Gavish, and Mark Liberman

Retraction Watch blog: http://retractionwatch.wordpress.com/
Guideline documents: MIAME, MIAPE, MINFISHIE, REMARK.
