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	At its core public health and clinical medicine are based on decisions.  A rational approach to decisions would rely on consideration of the alternatives, weighing the predicted benefits with the predicted risks of one alternative versus others.  A patient and clinician must make choices about how to prevent disease, how to make a diagnosis when a medical issue arises and how to treat the problem.  Wise clinicians know that these decisions are best made jointly with patients and those who care about them using the best possible information.  Health systems must make decisions about where to focus resources to meet the needs of patients using the system.  And governments must decide which policies are most effective.  All of these types of decisions at the individual, group and society level would be better made if accurate estimates of likely outcomes given alternative choices were available.
	Accordingly, the quest to make accurate predictions has consumed considerable effort for generations of researchers.  While the general framework for medical decision-making is decades old and many robust prediction models have been developed, we are now entering an era in which the amount and quality of data and the latency of data have changed dramatically.  Much more data is available at much faster speed, and many more analysts are at work producing predictions pertinent to individuals and populations.
The work of Manuel and colleagues (ref CMAJ in press) in this edition of the CMAJ advances the field by demonstrating that information from population surveys can produce estimates of risk of CV disease that are of comparable accuracyat least as accurate as estimates from data collected within the health care system using more traditional measures of risk.  The promise of this approach is that the general survey information is much less expensive to collect and more easily repeatable than detailed measure that require a physical visit to a clinic, often requiring specialist evaluation.  While in-depth symptoms, physical exam, and specialized medical tests are likely to refine predictions, the survey-based model is highly useful and could be used to better rationalize the ordering of such medical tests.  The model used smoking history in a more powerful way than many models.  One downside of the model is its oversimplification of blood pressure information.  But the authors are to be congratulated on their exceptionally thorough and transparent analysis using state-of-the-art statistical modeling approaches.
An important element of the work of Manuel and colleagues is their in depth analysis of the operating characteristics of the predictive model.  While appropriate methods for characterization of predictions have been well-described (Harrell SEE REF AT END), many published models fail to consider essential elements of the evaluation of a model.  At a basic level predictive model developers should define its ability to discriminate between people with and without the outcome of interest and its calibration with the actual event proportionsobserved rates in the relevant population.  A major strength of the current model is that the researchers were able to assess the calibration within 205 “subpopulations” that would be of interest for decision making.   In fields with an advanced understanding of decision thresholds, further information about whether the information is useful in moving beyond a decision point is also useful (ref).  Knowing about a change in risk when nothing would be done differently may not be useful to a patient or clinician.  The only fault we find with the authors’ analysis is that, like many others, the authors percentiled risk estimates in some of their characterization of model performance.  Splitting subjects into percentile groups would be appropriate in a setting where groups influence individual outcomes, but in general percentiling, and the variable heterogeneity of absolute risk within intervals that it entails, covers up the fact that an individual’s risk is a function of her own characteristics and not of the characteristics of some group to whom she may belong (i.e., interval boundaries are functions of how many subjects have similar predicted risks).  Continuous calibration curves demonstrating absolute accuracy over the entire risk spectrum, without subgrouping, are needed here.
As we look forward, it is important to recognize the changes occurring in the information environment.  Electronic health records are universally available in North America and transactions are recorded in real time.  As the technology continues to improve, curated information will be available with short latency, making “just in time” decision support possible.  At the same time biomolecular data including the sequence of the genome and details of molecular and immune system function are rapidly diminishing in cost.  Furthermore, “digital phenotyping” (Insel jama) using information from social media, sensors and cell phones provide deep information about behavior, values and social interactions.  In addition fixed aspects of the built environment and variable environmental elements are available in a geospatial orientation.  The same qualities of the digital era that make so much information available also enables bidirectional exchange so the output of predictions in the form of decision support is increasingly possible.
	These advances in access to information raise the question of how to most efficiently and effectively ingest and analyze the information to better understand health and disease, and to inform the many health and healthcare decisions being made every day.  To this end there is considerable interest in the fields of machine learning and other forms of “artificial intelligence” that are designed to automate the analysis of data so that it can be turned around quickly.  In fact a characteristic of some of the evolving approaches is that the algorithm changes in real time to optimize the prediction.  While such automation is attractive to those who are anxious to have more effective decision support for health decisions, there is a robust discussion about which methods are best for which predictions.  The spectrum of possibilities include traditional biostatistical approaches that include explicit definition of the key factors in the analysis and assessment of biological and clinical plausibility, adaptive Bayesian approaches that are more flexible, and “black box” machine learning using deep learning models that are difficult to “explain” in terms of discrete, understandable causal pathways.
[bookmark: _GoBack]	Distinguishing predictions from causal inference is an essential issue (Hernan).  There is a tendency to believe that predictions about likely outcomes can substitute for randomization in determining whether an outcome is causally related to an intervention or risk factor.  While causal inference in reasonable in many situations, for therapeutic clinical interventions, there is currently no substitute from a randomization when expected effects are modest.
While pristine predictive models that are properly vetted and fit for purpose have intrinsic value for the sake of science and knowledge generation, the main value would accrue from their use in the conduct of individual clinical care, policies about groups of people and population health.  Effective decision making using probabilistic predictions will require a major educational effort of the public and the healthcare workforce, as empirical studies demonstrate a low level of “numeracy”.  Furthermore, our healthcare and public health systems will need to invest in curation and storage of information, and significant research funding is needed to develop an understanding of which analytical methods are best suited for which types of problems.  Additionally, regulatory agencies are developing approaches to overseesight predictive instruments, which almost certainly will require evaluation of the quality of systems rather than oversight of every individual algorithm.  But, the power of predictions to influence major decisions requires regulatory oversight, as tremendous harm could accrue from an error promulgated on a large scale.

	In summary, after decades of laying the ground work we are entering an era in which people and their clinicians should expect high quality information that predicts likely outcomes over time given a set of decisions.  These predictions should be focused on actionable information that informs decisions or focused efforts to understand the mechanisms that generate health outcomes.  They will be increasingly subjected to scrutiny and the consequences of high-quality predictions will be better outcomes, but errors or inappropriately promoted predictions that lead to decision errors can do harm.   The rate at which actionable predictions lead to better health outcomes will depend on a broad effort to ensure quality in the methods; openness about the data provenance, analytical methods and operating characteristics; and monitoring the impact of the algorithms when applied in practice.
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