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Evidence is mounting, from seemingly isolated instances, that the biomedical and behavioral research communities face an emerging crisis: The growing publication of non-replicable research 1 resulting from researchers’ questionable research practices 2. Beyond the fabrication, falsification and plagiarism that currently comprise misconduct, questionable research practices (a term in use for almost two decades 3) include all the additional problematic research practices and deficient reporting practices intentionally employed to game peer review. Drug companies' much-criticized gaming 4 is just the tip of the iceberg, as is Marc Hauser’s having been found “solely responsible,” by Harvard University, of many of the kinds of misconduct comprising gaming 5. Large numbers of researchers—up to 30% 2—are gaming peer review to manufacture scientifically unmerited impact for their work, while up to 70% of the rest of us often mind our own business and look the other way 2. The research community can no longer remain passive, waiting for the most vulnerable to risk ending their careers, as did the research assistants and graduate students in the Hauser lab 6, in order to stop a mentor’s or a sponsor’s gaming.

In light of the growth of the research enterprise, such as the 20,000 research proposals to which the Recovery Act's increase for NIH funding gave rise in 2009 7, we think it in the interest of the public's health that the research community proactively restrain gaming. We reject any costly 8 frenzy of witch-hunts to purge a few scapegoats, followed by a return to business as usual. Instead, we recommend simple, low cost improvements to the stochastics of peer review in favor of replicable research, improvements that do not encumber careful, non-gaming research. Concomitantly, we recommend formally classifying and penalizing repeated gaming as harmful, resource-wasting misrepresentation that is a form of misconduct.
Gaming: Definition, Prevalence and Harm


Summarizing Harvard University’s findings of misconduct for Hauser’s research, Michael D. Smith, Faculty Dean, cited eight instances of “problems involving data acquisition, data analysis, data retention, and reporting of research methodologies and results.” 9 More generally, gaming comprises (a) research practices that would decrease the likelihood of publication were such practices reported forthrightly, augmented by (b) rhetorical tactics that make limited / misleading reporting look like thorough exposition. Gamers omit scientifically germane information, and smoothly misdirect attention away from problems. Neither fabricating data nor making overtly false statements, gamers instead leverage readers' biases, assumptions and heuristics, luring them into supplying false inferences that seem to strengthen weak studies and theories.  Gaming is “discreet sleaze” 10 that systematically and wrongfully disarms readers’ skepticism and increases the likelihood of publication of deficient work.

Gaming substantially harms the public's health. Single instances of gaming often have small negative impact, allowing complacent disregard of gaming's aggregate harm. Yet the research enterprise is so large that the harm to the public’s health accrues quickly. Too many purported risk factors are subsequently refuted 11. Too many clinical trials misleadingly report only positive findings, but not null or even adverse findings 12. Too many reports and systematic reviews of diagnostic tests have inflated estimates of tests' accuracy 13. Too many research participants incur undue risk unnoticed—and too many problematic treatments go to market —because, being poorly organized and inadequately empowered, data safety monitoring boards under-estimate harms 14. Too many published molecular classifiers have later been found to have little predictive accuracy in new participants 15,16. Too many clinical trials report subgroups that are illusory results of incautious data mining 17. Too many chemicals are attributed to have under- and over-estimated toxicities. 18 Where prudent methodologies would hesitate, ambitious self-promotion exuberantly rushes in, manufacturing impact for exciting "findings." Left in the wake are poor medical and research decisions into which users of research results are drawn.

Gaming is prevalent. The editor of Journal of Cell Biology found 25% of submitted digital images had been altered in explicitly disallowed ways 19. Similarly, in an NIH-funded survey of over 3,000 researchers 20, 25+%  of respondents reported recently having engaged in problematic practices with data/findings, and 33+% reported having used questionable methods. Profoundly troubling: All respondents were NIH-funded investigators, among the United States’ best, brightest and most productive biomedical and behavioral researchers.

While sometimes "just" negligence, gaming is often intentional. Among postdocs with NIH-funded fellowships, those with some training in research ethics were found more likely to report having engaged in problematic practices with data/findings 21. This suggests that, for the gaming-inclined, instruction in ethics may help identify what to game. Similarly, senior stature predicts longer time-to-retraction of flawed articles 22, a marker that gaming is practiced and intentional. 

Complacency about gaming is expensive. Gaming squanders research resources so as to yield a decreased signal-to-noise ratio in the literature, as more discoveries and theories are published then discarded. Gaming imposes wrongful risk and discomfort on research participants in gamed research. Gaming increases morbidity and mortality among the unsuspecting public whose healthcare depends on research findings, whose taxes underwrite NIH-funded studies, and whom investigators are entrusted to protect. While yet to be quantified systematically 23, gaming’s total costs are high and widespread.

Without corrective action, the prevalence of gaming will likely continue to grow. In a vicious cycle, a decreased signal-to-noise ratio in the literature increases researchers' burden of required reading. More reading decreases the care that researchers can give to reading individual papers. More reading also increases the risk that important developments will be missed—some retracted results have been cited positively nearly a quarter of a century after retraction. 24  Readers’ decreased critical attention makes it easier to game. Researchers thereby incur increasing pressure to manufacture impact by gaming, simply to rise above the noise.


We therefore find need for an action-oriented discussion of peer review's vulnerabilities to gaming. The biomedical and behavioral research community needs to institute easy, low-cost improvements to the stochastics of peer review, systemic, prophylactic improvements that reduce gaming and increase the replicability of results, without encumbering careful research practices. Concomitantly, the research community needs a new mindset. Repeated gaming is not a benign strategy for career-building. Rather, it is misrepresentation that falsifies scientific understanding, misconduct 25 that is harmful to the public's health.
How To Game Peer Review and Manufacture Unmerited Impact: A Modest Tutorial

Aggressive yet unnoticeable gaming is easy, foremost because the biomedical and behavioral sciences have a weak consensus about two key foundations of well-calibrated scientific confidence: (a) statistical estimates of values that specify effects, properly penalized (shrunken) as warranted 26,27), and (b) accurate statistical confidence limits that specify the uncertainty surrounding effects. As accurate confidence limits narrow around properly penalized estimates, predictions are more accurate, risk factors can be treated with less uncertainty, and hypothesis testing is more likely to reveal replicable scientific knowledge. In turn, both medical and research decisions can be made with greater confidence that is justfied. Conversely, research consumers' confidence in their decisions is harmfully inflated when gaming—of both what data get analyzed and how—improperly biases estimates or improperly narrows confidence limits or both. 

It’s easy to game statistics.  Researchers are not expected to be statisticians, but they are supposed to understand the statistics that they use or review. When researchers don't understand their statistics fully—a common impropriety—their skepticism falters, sometimes to the point where effect-inflating methods that disregard basic statistical principles go unquestioned for years. For example, disciplines have gone a decade or more “drinking from the fire-hose”, by using data, non-independently without correction, to select features from the self-same data for subsequent analyses 15,28. Beyond the methods cited earlier 11-18, there are many, commonplace ways that insubstantial findings are extracted from data 1,29,30.

A milieu in which many researchers have insufficient statistical acumen is an environment that affords easy gaming. Reporting only results and not how the analyses were pursued, gamers miscast grind-and-find exploration of data as theoretically motivated. Torturing data until the data confess 31, gamers neglect correctives like bootstrapping 32-35, replication or new converging research. Instead, they exuberantly stake their new claims, leaving for "pedestrian" researchers the required follow-on that ascertains what veridical confidence, if any, to ascribe to confessions extracted by statistical torture.


It’s easy to game away sampling problems that, if disclosed, would reveal reports’ improperly biased estimates and improperly narrowed confidence limits. For example, unreported exclusion criteria can mask improper biasing, especially post hoc cleansing processes like removing participants with outlying or inconvenient values. Unreported clustering can hide inflated effects 36, for example, not reporting that multiple observations were made non-independently, within each of multiple clinics 37, or within participants across longitudinal time points. Not reporting papers’ overlapping participants prevents reviewers' challenges about different excluded participants in different papers, or about whether, across a sample's multi-paper aggregate of effects, every effect explains unique variance. By over-detailing inconsequential descriptives like participants' demographics, gamers make themselves appear meticulous and disarm skepticism, while obscuring material problems.

It’s easy to game scientific theory. Busy, over-taxed readers must trust authors to distill theories that filter out unimportant, distracting complexities. Gaming goes beyond needed filtering, manufacturing exciting "theories" that avoid mentioning germane confounds, complexities and contrary findings. Research assistants and graduate students may be made to run variants of experiments designed to demonstrate a "theory" until one works. Null and contrary experiments are suppressed—sometimes along with trainees and colleagues who could bear witness to failed experiments—even though the results of failed experiments may de-bias estimates and provide accurate confidence limits. Further biasing estimates and distorting confidence limits, gamers may contrive subsequent experiments to extend a "theory's" life artificially by measuring only covariates that elaborate the "theory," never those that could dilute it or add complexity. The result is a high-profile yet unsustainable "theory" that systematically disarms needed, valid skepticism.

It’s easy for theoretically aligned groups of researchers to collude unnoticed to game the stochastics of publication. Misdirecting editors' attention by writing somewhat caustic but incomplete reviews of each other's submissions, in-group members may simultaneously apply relatively lenient revise-and-resubmit criteria to papers from other in-group investigators' labs.  In-group reviewers may also set qualitatively tougher criteria for contrary findings and views than they set for anyone else's work, including their own. And when contrary findings and views are published, in-group members may coordinate to act as though contrary papers never existed, preventing discussion and controversy, by never responding where contrary papers appear and by never citing (or citing but misstating) contrary views or findings.
Three Low-Cost Proposals Toward Restraining Gaming


Increasingly, those concerned with the adverse clinical impact of gaming are developing checklists of criteria for evaluating the quality of evidence to be used 38, for example, in systematic reviews of diagnostic test accuracy 39,40 and of prognosis studies 41, in decision analytic models 42, in evaluation of randomized clinical trials 43, to name but a few. Such checklists are necessary stopgaps to limit, after the fact, the adverse consequences of the publication of deficient research. Yet, during the years between deficient research being published and then being subsequently disqualified by a checklist, real harms occur, to researchers who are misinformed, to practitioners who are misled and to patients who are maltreated 44. Much of this harm would be preventable, if deficient research were more difficult to game into publication.


Both the research enterprise and the public's health will benefit, we propose, when an attestation checklist accompanies papers at the time of submission, so that peer review starts with sufficient disclosure. All authors sign off, averring key specifics of what should be easy to certify, on-going quality control of research.  We would have NIH require attestations for papers that report NIH-funded findings; but journals themselves can reduce gaming by requiring such written assurances, or offering expedited review for submissions that include them. Possible attestations include compliance with a statistical checklist like the one to which the Journal of Clinical Epidemiology refers in its instructions for authors 29, and assurances such as the following:
· "We report all material qualifiers to our sample's generalizability known to us, including excluded data and null and contrary findings from our prior similar studies, published and unpublished. We appropriately correct estimates and confidence limits."

· "We report all non-independence of observations and all non-independent analyses on largely the same dataset, within and across papers. We appropriately correct estimates and confidence limits."

· "We have engaged in due diligence to measure and report all potential covariates that have been suggested to us (e.g., by collaborators, during or after talks, and in publications of findings and views contrary, complexifying and/or diluting to our own). We explain (or cite our prior, peer-reviewed explanations) when we have deferred such covariates; or we explain when potential covariates are not worth the costs of measuring. We adjust our estimates and confidence limits for all relevant covariates measured to-date, and we enumerate as limitations all credible covariates known to us that we have not yet measured."

· "We report our entire data analysis methodology, which we have archived in reproducible form. We submit all data analysis code, exploratory through final, for review and publication 45,46. We have corrected estimates and confidence limits for all exploration of data; or else we have provided replication or new converging research."
We believe that requiring such signed attestations will deter gaming, if NIH, professional societies and faculty governance bodies institute censure and penalty, commensurate with misconduct, when investigators repeatedly falsify such attestations. 

To limit coordinated gaming by multiple researchers, we propose publication, with accepted papers, of reviewers’ identities and optional remarks. We think reviewers should at least be prepared to defend their acceptances, their potential Type I errors. Such visibility may reveal reviewers' parochial, self-serving patterns of acceptance, and reduce intra-group, mutual-backscratching acceptances. Publishing accepting reviewers' identities allows editors and readers alike to spot when too small circles of too favorable researchers review their colleagues too often. Conversely, promotion and tenure committees may recognize that a candidate is worthy in part for garnering a wide range of qualified acceptors. Fully open peer review 47 is a more robust approach to reduce coordinated gaming by multiple researchers, and journals such as BMJ (the British Medical Journal) now use it. However, many reviewers believe that they should not have to defend their rejections. We think it important first to reduce the publication of non-replicable research, and secondarily to improve the publication rate for strong research. Publishing accepting reviewers’ identities is a simple, no-cost step toward reducing Type I errors during peer review.

Both to increase the signal-to-noise ratio in the literature and indirectly to increase the visibility of instances of gaming, we think every journal should encourage, peer review and publish submissions that identify and characterize important methodological problems in the journal’s previously published empirical reports. Right now, most journals treat such critiques as correspondence that is required to be short. Such strictures often prevent needed criticism and collegial debate.


After all, it is typically simpler for a gamer completely to ignore subtle yet important distinctions than it is to develop and integrate them. A critic may have an impossible task, to develop ignored distinctions in a short letter after the fact. As an established point of information science, observing more distinctions has intrinsically higher entropy 48; it is simpler to ignore the distinction between salt and pepper and to pour them together into a single shaker labeled ‘condiment’ than it is to observe the distinction later and to sort the mix into separate dispensers. We expect some critics of this article to assert that science is adequately self-correcting, an article of faith in science that is belied by the pervasiveness with which criticism is restricted by procedural details like maintaining a journal’s page count.
If Not Us, Whom? If Not Now, When?

Biomedical and behavioral researchers, severally and jointly, have a fiduciary duty and the self-governing capacity to reduce gaming's squandering of financial and human capital. The research community must "rectify the balance between rights and duties" 47 in publication, restraining manufacture of scientifically unmerited impact by instituting simple, low-cost, improvements to the stochastics of publication acceptance. We’ve proposed three modest improvements: (a) Fuller disclosure, research-team-attested, when submitting papers for publication, (b) publication of accepting reviewers’ names, and (c) encouragement and publication of peer reviewed methodological critiques.
Concomitantly, repeated gaming must be recognized and penalized as misconduct.  Since gaming is less egregious than direct falsification of data or direct harm to known persons, reclassification of gaming requires more than a new interpretation from NIH’s Office of Research Integrity. Change depends on professional societies revising their codes of ethics, and faculty governance bodies, like promotion and tenure committees, requiring integrity as prerequisite to rewarding rainmaking 49. Change must involve funding agencies 50, which now over-reward researchers and program officers alike, more for the number and impact factor of publications in their portfolios than for their quality. And change will ultimately require non-gaming researchers to raise their expectations and suspend their collegial deference 51, so that only substantive contributions are likely to yield career-building, funding-generating impact. From top to bottom, the biomedical and behavioral research communities must alter research pragmatics in ways that push gamers to abandon gaming. 
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