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Atherosclerosis is the leading cause of cardiovascular disease and of death worldwide. Prevention of atherosclerosis and its major clinical complications, including acute myocardial infarction (MI), sudden cardiac death, and stroke, should proceed in parallel at the population level (using public health measures) and at the individual level (using behavioral and pharmacologic interventions). Assessment of cardiovascular risk is an essential part of prevention measures at the individual level, since the benefits, risks and costs of interventions must be weighed to identify the best treatment for individual patients. Despite its importance to optimal clinical and policy decisions, many aspects of risk assessment are poorly understood. Critical evaluation of risk assessment methods has become even more important as novel cardiovascular risk markers are identified by technological advances in genetics, genomics, proteomics, and noninvasive imaging methods . The purpose of this document is to provide a conceptual framework for assessing the value of novel risk markers, and to suggest standards for the critical appraisal of risk assessment methods that might be used clinically.

Screening for Disease


Screening individuals without symptoms to detect subclinical disease has been applied successfully to various conditions, including infectious diseases, cancer, and various congenital abnormalities. The principles that underlie a good screening program (Table 1) reflect the interplay between a) the natural history of the underlying disease process, b) the characteristics of the available screening tests, and c) the availability and effectiveness of treatment for early disease . Cervical cancer screening exemplifies these principles: cervical cancer is a common, serious disease with a long asymptomatic period; Papanicolou screening has high sensitivity and specificity, and is cheap, safe, and acceptable to the public; and treatment with early surgery effectively cures the disease. Cervical cancer screening has therefore been widely adopted and has reduced mortality significantly.


Screening for subclinical atherosclerosis meets only some of the basic principles outlined in Table 1. The disease characteristics of atherosclerosis are highly appropriate for screening:  atherosclerosis is common, serious, and develops over many decades, which provides ample opportunities for early detection. Test characteristics of a screening program for atherosclerosis depend on the particular test strategy selected. Accurate tests with good patient acceptability are available, but may be costly and carry some risk. The major limitation of screening programs for atherosclerosis is that early detection does not cure the underlying disease. Currently available treatments may retard progression of atherosclerosis and ameliorate risk, but none completely reverses the atherosclerotic process, and none is curative in the same way as surgery is for early cancer or antibiotics are for bacterial infections. Atherosclerosis is a chronic disease that can be managed with lifelong therapy, but no available treatment is cheap, effective and curative for subclinical disease. Consequently, the goal of cardiovascular screening must be shifted from simply detection of early disease to identifying patients at high risk of future cardiovascular events.

 Evaluation of Risk


Risk  assessment is inherently more difficult than disease detection . Risk assessment involves predicting events that may or may not occur in the future, whereas diagnosis of disease is the detection of a pathologic process that either exists or not in the present. Whereas risk assessment requires prospective follow-up studies, diagnosis can be established using only cross-sectional studies. Risk is only a probability in an individual, but diagnosis can be a certainty. These differences between risk assessment and disease diagnosis imply different conceptual frameworks, and different statistical methods of evaluation.


Risk is assessed over intervals of time, such as one year, five years, ten years, or lifetime. Patients who have survived over an interval of time without experiencing a cardiac event (e.g., an acute MI) are nevertheless still at risk for future events. Methods of survival analysis, exemplified by the nonparametric Kaplan-Meier survival curve estimator, are required to measure risk over time.


The effect of clinical markers on the risk of developing cardiovascular disease can be measured in several ways. The most common method is to assume that presence of a risk factor increases risk in a proportional fashion, which can be assessed as an odds ratio, a risk ratio or a hazard ratio. Risk factors can be quantified using a statistical model, such as the Cox proportional hazards model for survival time, or a logistic regression model for survival to a specific point in time, the latter being efficient only for extremely short follow-up with no losses to follow-up.  Multivariable statistical models can be used to measure the extent to which underlying risk is modified by standard clinical variables (e.g., age, gender), established cardiac risk factors (e.g., smoking, hypertension, hypercholesterolemia, diabetes), and novel risk factors. The use of these statistical models highlights several very important issues about measurement of risk.


How well does a novel risk marker predict future cardiovascular risk? The first question is whether the marker considered in isolation is a statistically significant predictor of future cardiac events. To answer this question requires a cohort of subjects in whom the putative risk marker has been measured, and in which follow-up has been long enough to provide a sufficient number of events for reliable analysis. It is critical to note that the number of outcome events determines the statistical power of risk prediction studies, not the number of patients followed or the person-years of follow-up; two cardiac events in 1,000 patients provide less information about prognosis than ten cardiac events in 100 patients. A useful rule of thumb is that at least 15 events  per potential predictor variable must be available for analysis for the resulting multivariable prognostic model to be reliable for predicting absolute risks.


Does a novel risk factor add prognostic information to established risk factors? For example, any putative risk factor that is tightly correlated with age will be a “significant risk predictor” when considered in isolation, since age is a strong risk factor for cardiovascular disease. But since age is readily known, this putative risk factor would not be very useful unless it provided additional information over and above knowing a person’s age. For instance, a new marker that truly indicated a patient’s “biologic age” might be a better cardiovascular risk factor than the patient’s “chronologic age,” but this new marker would have to be a statistically significant predictor after the effect of chronologic age was accounted for in the risk model, since measuring chronologic age is so simple and inexpensive. In other words, a novel marker of “biologic age” must provide incremental prognostic information to be of any value.


The concept of incremental information is central to the assessment of new markers of cardiovascular risk. Established risk factors will be known in all patients, so the hypothesis that must be tested is “Does the new marker add significant information to that provided by established risk factors?” The proper test of this hypothesis entails using a multivariable model that already includes the known risk factors and testing whether the new variable significantly improves risk prediction by the model. Stepwise statistical procedures can be used for this test, but they must be performed correctly:  the new factor should be tested for significance only after established risk factors have already been included in the model. In the example of “chronological age” and “biologic age,” the test of interest is whether “chronologic age” adds significant predictive value to a model that already includes “biologic age,”  not whether “chronologic age” is superior to “biologic age” at the first step of a stepwise variable selection process. [Don't you want to reverse biologic and chronologic age in this example??]
More outcome events are needed to test the hypothesis that a new risk marker adds prognostic information to established risk factors in a multivariable model than to test the prognostic significance of the new risk marker in a univariate model. While the exact number of events needed for analysis depends on the strength of each risk marker and the degree of correlation, if any, between them, it would be difficult to test the value of adding a new marker to an established marker with only 20 to 30 outcome events in the dataset. The corollary is if there are too few events to provide adequate statistical power, it is unwarranted to declare that a new risk marker has no independent predictive value. In the example of a putative “biologic age” marker, a large sample size of events would be needed to provide good power to test adequately the hypothesis that a marker of “biologic age” adds significant information to “chronological age.”  More important than statistical power is the need for precision.  Sample sizes should be so that the resulting analysis yields sufficient prediction for the estimate of a quantity of interest.
Metrics of Information


New risk markers are intended to improve risk prediction, but how should this be measured? Various metrics have been proposed and used, but each has limitations.


Sensitivity and specificity of a diagnostic or prognostic marker are commonly used to quantify the information in that marker, but these have severe limitation [REF: moo03sen].  They assume that the outcome is dichotomous, the test result is dichotomous, that sensitivity and specificity are constant across different types of patients (they seldom are [REF:hla84fac]) and that “backwards” probabilities are of interest.  Backwards probabilities (e.g., pretending disease status is known but the medical test result is not) should be replaced with “forwards” probabilities that recognize the order of diagnostic or prognostic workup.  Such forward probabilities are post-test probabilities and survival probabilities which are relatively easy to derive from patient-level data from samples not constructed on the basis of patient outcomes.

One purely statistical measure of improved prediction is the p-value for adding the novel marker to a multivariable model. The p-value is attractive because “statistical significance” is an important criterion for any risk marker. The p-value is, however, highly dependent on the number of events analyzed; if there are too few events, even a strong risk marker may be declared “not significant”, whereas if there are large numbers of events even a weak risk marker may be found to be statistically significant.  While a “significant p-value” is suggestive, p-values alone are an insufficient criteria to assess a risk marker.  They could be thought of as necessary but not sufficient.

The chi-square of the statistical model has also been used to measure the prognostic value of novel risk markers. This measure is a function of the p-value, however, and shares the same strengths and limitations.  However, likelihood ratio partial chi-square test statistics are the most sensitive indexes of information gain, and they can be used to measure relative information content and adequacy of “old” information with respect to the addition of new information [REF alr07cas].

The strength of a risk factor may also be measured by the numerical value of the odds ratio, risk ratio, or hazard ratio. For example, a risk factor with an odds ratio of 4.5 is a more potent predictor than a risk factor with an odds ratio of 1.5. These numerical measures of risk are just one aspect of the value of a marker in screening, however, because the population prevalence of the risk factor must also be taken into account as well as the relative risk it conveys. A risk factor that is rare in the population may not be an appropriate target for screening, even though it indicates much higher relative risk when it is present.


The c-index, which is equivalent to the area under the receiver operating characteristic (ROC) curve, has become a popular metric for novel risk markers . The c-index measures the probability that a randomly chosen patient who experienced an event will have a higher risk score than a randomly chosen patient who did not experience an event. Thus, the c-index measures the ability of risk markers to discriminate between patients who have different risk levels. When addition of a new risk marker to established risk markers increases the c-index, it increases the ability to discriminate among higher and lower risk subjects. While the c-index measures one aspect of risk prediction (discrimination), it does not assess whether the predicted risk is too high, too low, or accurate – which is the calibration of the risk model. If every individual patient’s risk estimate were multiplied by a constant, the c-index would remain unchanged, even though the overall risk may be five times too high or three times too low. Consequently, the c-index alone is not a sufficient measure to use in evaluating novel risk markers.  More importantly, the c-index (ROC area) is not useful for comparing two models because tests for differences in c-indexes lack statistical power [REFS: coo07use,pen07eva]. Small gains in c-indexes (especially when one starts with a high value of c) can still be associated with major information gains in terms of absolute risk prediction.  Even the act of drawing ROC curves tempts researchers to dichotomize markers and to emphasize backwards probabilities.
Accuracy is the essential property of risk assessment, since the absolute level of an individual patient’s risk is key in clinical decision making about prevention and treatment. It is critical that a cohort with a 5% predicted risk actually have a 5% actual rate of events; incorrect decisions might be made if the predicted risk were too high or too low.  The accuracy of a risk predictor is measured by comparing the predicted frequency of events with the observed frequency (Figure 1a). A perfectly accurate risk predictor would imply that all the data points fall on the 45 line of identity, whereas an inaccurate predictor implies that the points deviate from the line of identity.

Accuracy is a necessary property of a risk marker, but not sufficient:  it is also important that the marker discriminate risk levels among patients; i.e., have a broad range of predicted risk scores. An accurate risk score that classifies patients into widely different risk groups is potentially more useful than one that does not broadly separate patients into risk values [REF: pen07eva].

                (can a single number be used?  NO)

Value of Information


Statistical measures are useful in measuring the amount of information conveyed by a risk marker. Other measures are needed, however, to assess the value of the information provided by a risk marker.


The goal of measuring risk markers is not simply to know a patient’s risk – the goal is rather to use the risk assessment to guide therapy and thereby reduce the patients risk by appropriate interventions. Some therapeutic measures can be recommended regardless of a patient’s individual level of risk. For instance, smoking cessation can be recommended to anyone who smokes without the need for additional assessment of cardiac risk. The use of pharmacotherapy, however, must balance the risks and costs of drug treatment with the expected benefits. In the prototypical decision about treatment (Figure 2a), there is a risk threshold above which treatment is recommended and below which it is not . Patients who have a risk that is either just above or just below a treatment threshold might be moved across the threshold and have their treatment changed by obtaining additional risk information. The option of performing a test to obtain more risk information implies the existence of an intermediate risk zone (Figure 2b) in which testing should be done, and the results of the test should be used to guide treatment. For very low risk patients, however, neither testing nor treatment is needed, whereas for high risk patients treatment is indicated without further testing because no result of the test would reduce their risk below the treatment threshold.  Of course, the utilities for decision making should originate with the particular patient in consultation with her physician.

This prototypical treatment decision suggests that the value of information provided by a test can be measured by the number of patients whose predicted risk is changed sufficiently to cross a treatment threshold. The value of risk information in this paradigm depends on the available treatments and their effectiveness in improving patient outcomes. A corollary is that development of new effective therapies may change how risk markers are used in practice.

In cardiovascular prevention, there are consensus risk thresholds that indicate patients in whom drug treatment should be initiated or intensified . A 2% annual risk (or 20% over 10 years) is generally accepted as high enough to initiate intensive preventive therapy. By contrast, patients at less than 1% annual risk (or 10% over 10 years) are generally not targeted for pharmacologic intervention. It is important to note that the consensus risk thresholds for treatment may well change over time if new treatments are developed that have different safety, efficacy and cost profiles. Nevertheless, since any new treatment will still have some risk and cost, there will always be risk thresholds for treatment.

The existence of risk thresholds suggests a measure for the incremental value of a new risk marker. After application of established risk markers, a cohort of patients will fall into the three risk/treatment zones: <1%/year, 1% to <2%, and 2%/year. After the new risk marker, some of the patients will have changed risk/treatment categories. The number of patients who crossed a risk threshold is one measure of the value of the risk marker. A more stringent measure is the net change in the percentage of patients classified as high risk and low risk: reclassification of 10 intermediate risk patients as high risk and three high risk patients as intermediate risk would change risk levels of 13 patients total but have the net effect of moving only seven patients into the high risk group.

Evaluation of Risk Markers


Critical evaluation of novel risk markers should involve several phases of increasing stringency, analogous to the phases of development of a new drug. A new drug is traditionally evaluated in small Phase I studies, then in medium sized Phase II studies, and only approved for use after large comparative Phase III studies. Full adoption of a new drug often depends on Phase IV studies in larger and more diverse populations. An analogous phased evaluation strategy is appropriate for the adoption of novel risk markers.


The earliest phase evaluation of a novel risk marker should establish whether it can simply separate patients according to risk of cardiovascular disease. Very early stage studies can even be cross-sectional in design, and compare the novel marker between subjects with and without coronary disease. This “proof of principle” step solidifies the biologic basis for the test as a risk marker, and can help identify critical values of the marker to be tested in further studies. Replication of the early phase results in independent patient populations is clearly desirable to justify larger prospective studies.


The second phase of evaluation of a novel risk marker is validation in prospective studies that it predicts development of hard outcomes such as cardiac death, acute MI or unstable angina. Endpoints such as chest pain or revascularization are not optimal to establish the value of a new risk marker because these outcomes are clearly affected by subjective factors and may be artifactually increased if physicians or patients know of the results of the risk marker study (e.g., a positive imaging study might lead to a revascularization procedure). To avoid a “self-fulfilling prophesy,” double-blind studies with respect to the risk marker status are preferable whenever possible.


Some new risk markers can be evaluated using a case-cohort design, which allows a prospective cohort study to be done very efficiently. Large prospective epidemiologic cohort studies may have frozen samples of serum or plasma or DNA for future analysis. Stored samples from cohort members who developed cardiac events in follow-up can then be compared with stored samples from cohort members who remained free of events to determine whether levels of the risk marker differ between cases and control subjects. (A random sample of control subjects can be used for efficiency without decreasing validity.) This approach is feasible for biomarkers that are not affected by handling, freezing, storage, and subsequent thawing, but is not feasible for all risk markers (e.g., functional assays of protein function, circulating cells, or imaging studies).


The third phase of evaluation of a novel risk marker is to assess its incremental value in conveying risk information over and above that provided by established risk factors (e.g., the Framingham Risk Score). A fair evaluation should use all the prior information by comparing statistical models that add the new marker to optimal models that include the full set of established risk factors. The full value of older markers should not be artificially compromised by use of inappropriate cutoffs (e.g., analyzing age as simply above or below 65 does not provide as much information as analyzing age as a continuous variable, and may artificially lower the apparent value of established risk markers).


The fourth phase of evaluation of a novel risk marker is the assessment of its clinical utility. In a target population, how often does use of the putative marker change estimated risk sufficiently to cross a critical risk threshold and thereby change recommended therapy? The percentage of patients in the target population with a therapy change is the most straightforward measure of this criterion.


The final, definitive phase of evaluation is assessment of whether use of the risk marker in patient management improves clinical outcomes. The optimal method is to test in a randomized trial whether patients whose management is guided by the marker have better outcomes than patients who are managed in the conventional fashion without using the marker. Clinical outcomes, such as cardiac events or symptoms, are the best measures of effectiveness in such a trial. Randomized trials of diagnostic tests or screening strategies have been conducted in cardiovascular medicine  and in other fields  although not as commonly as for drugs or other therapeutics.
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Table 1.  Principles of Screening Programs

I.
Disease is appropriate for screening


a.
Serious disease


b. 
Common in the target population


c.
Long asymptomatic interval

II.
Screening test is good


a.
High sensitivity and specificity


b. 
Acceptable to patients


c.
Safe, cheap, reliable

III.
Treatment is appropriate


a. 
Effective treatment exists


b. 
Therapy is either more effective or less 

expensive if given before symptoms develop




    Adapted from Wilson and Jungner



