3 July, 2019    Mitch Gail
Some thoughts on paper on machine learning (ML) for problems in medical statistics
1. We may want to include some people who are using ML techniques and have some promising applications.  
2. We want to identify some successful uses of ML.  There are successful applications in image processing.  I think I have seen reports how ML can scan mammograms and bring missed or interesting findings to the attention of the radiologist.  I know of an example where ML can look at a picture of the cervix and make a diagnosis of pre-neoplastic changes on the spot, with as good or better performance than a pathologist.
3. What makes a problem amenable to successful ML?  
a. Fairly stereotyped discrimination problem?
b. Plenty of training data
c. Special structure, like image, that is suited to e.g. neural network structure.
d. Data for independent validation
4. When might we suspect that ML (or any technique) might have problems?
a. Large p small n with weak signals in the (few) predictors that have signal
b. Measurement error
c. Missing data
d. Overfitting a very flexible model with consequent poor performance in independent validation, especially with some heterogeneity in the applications.
5. Some misunderstanding of what the machines are trying to do
a. Many ML algorithms try to discriminate among two or more groups.  This is not the same thing as predicting risk over time.  How should ML be adapted to predicting risk over time?
b. Is  Lasso ML, or is it a combination of variable selection and model fitting?  How good a predictor is it in various settings?  How can we interpret the Lasso coefficients (with difficulty)?
c. How different is ML from statistical modeling?  For example, neural nets are just concatenated logistic models.  Is a neural net a statistical model?  I think Frank Harrell mentioned some of these issues.
d. Just because it is a machine or ML algorithm does not mean that it can overcome inherent limitations of high-dimensional risk factor discovery and modeling.
6. [bookmark: _GoBack]What has been the contribution of ML to medical statistics in the last 20 years?
a. GWAS studies
 Most progress has been made by first thresholding the SNP signals with appropriate control for multiple comparisons.  Then independent validation of the discovered SNPs.  Risk predictors based on linear combinations of the log relative odds estimated marginally for each SNP.  Adding too many SNPs hurts prediction because you begin to add null SNPs or SNPs with estimated log odds in the wrong direction.  Very large sample sizes needed because most signals small.  There have been complaints that we are missing predictive information because we have not tapped into interactions between SNPs.  But if there are 100,000 SNPs, there are about 0.5x1010 interactions, and not enough data to estimated them usefully, taking multiple comparisons into account.  There have been some ML papers, but these have been flash-in-the-pans.
b. Risk modeling for disease incidence taking time into account
Current strategy has been to restrict attention to known risk factors.  Ideally there would be a single cohort with all risk factors.  But successful approaches have also combined data from various sources, sometimes relying on genetic models as well as standard epidemiologic risk factors.  Independent validation is used to test the final model for calibration and discriminatory accuracy.  There have been few successful efforts to use ML to improve these models, as far as I know, perhaps because ML methods for time-to-response data are not widely available.
c. Prognosis based on time-to-response 
It would be useful to review the use of CART and more recent ML in this area and to determine if substantial improvements have resulted and if the models have caught on.  
d. Etc.  
