I have assembled my notes from the panel session at ENAR on March 23, 2011 on “Research Ethics in Biostatistics” with a focus on reproducibility and the roles of the various interested parties. 

I thought it went rather well. We had about 50 attendees, and there were quite a few questions. We easily filled the time allotted (and some beyond). 

Session organization:

We had three panelists (Larry Kessler, me, and Roger Peng), and a moderator (David Banks). David gave an overall introduction to the session and introduced the panelists. Each panelist (Larry, me, and Roger in turn) then addressed questions posed to us before the session by the organizers, giving extra context where necessary. These questions largely focused on the relative roles that interested parties (PIs, journals, institutions, and agencies) could and should play in ensuring better reproducibility. Some brief interchanges between the panelists followed the individual presentations, after which David aggressively drew questions from the audience (e.g., “Michelle, I know you had some questions about how this might work. Why don't you tell us about them?”), at which point an interchange began where members of the panel would interject with comments after every one or two audience questions, and there were added comments and answers from other members of the audience. 

All of us had assembled brief notes before the panel itself. I've largely cut and pasted these comments below, as they track reasonably well with what we actually said. The two exceptions here are David's introduction, where his written text contained a few extra recommendations which he didn't get around to, and my comments, which were somewhat briefer than my written notes. In both of those cases I have abridged the comments to more closely match what was presented. The four individual comments are available as supplements. 
David Banks

David began with a brief discussion of challenges posed to science by recent scandals.
Recently, there has been widespread media attention to cases of problematic scientific research. Marc Hauser, an influential Harvard primatologist, was found to have committed academic misconduct (Miller, 2010). Hien Tran of the California Air Resources Board falsely claimed to have received a doctorate in statistics from the University of California at Davis, casting doubt on his estimates of the effect of pollution on mortality (Union Tribune, 2009). Duke University initiated three clinical trials based on publications by Joseph Nevins and Anil Potti, whose analyses were deeply flawed—their papers have been withdrawn and the trials discontinued (Goldberg, 2010).

These examples link ethics to the question of how to reassure the public of the validity of our work. The issue of reassurance was linked in turn to the issue of whether our work was reproducible or checkable by others in general. 

As a former editor of the Journal of the American Statistical Association, my own sense is that very few applied papers are perfectly reproducible. Most do not come with code or data, and even if they did, I expect a careful check would find discrepancies from the published paper. The reasons are innocent: code written by graduate students is continually tweaked and has sketchy documentation. The exact data cleaning procedures are not perfectly remembered when the final version of the paper is written, or may be muddled by miscommunication among multiple authors. And even if a conscientious researcher provided a full description of every cleaning step, every model fitting choice, and all aspects of variable selection, the resulting paper would be so long and tedious that no doubt the foolish editor would demand that it be shortened.

The scientific community, and especially statisticians, have responded to the problem of scientific validity in significant ways. Ambroise and McLachlan (2002) pioneered modern forensic statistics; this subdiscipline reworks the analyses behind important publications, and (too often!) discovers fatal mistakes. Baggerly, Morris and Coombes (2004) discredited results from a proteomics study of ovarian cancer by Petricoin and Liotta (2002). Tibshirani (2005) re-examined previously published results on genetic prediction of follicular lymphoma, and found that the authors were mistaken. Baggerly and Coombes (2009) were instrumental in discovering the errors in the research by Nevins and Potti. And, of course, in some sense a small army of statisticians at the Food and Drug Administration have been doing forensic statistics for decades, checking the work of pharmaceutical companies that make New Drug Applications.

In cutting-edge research, the race for priority necessarily rewards short-cuts. [Peter Bickel told me of a story about Millikan and Harvey’s oil drop experiment. Millikan and German scientists led by 

Ehrenhaft were competing to discover the unitary charge of the electron; it is a technically difficult experiment, and Ehrenhaft’s group was not able to consistently reproduce their results. Neither could 

Millikan, but he cherry-picked his best experiments, reported those, and won the Nobel prize (Niaz, 2000).]

(David expanded here on the role of institutional pressure that investigators often feel. He noted in particular that Petricoin and Liotta felt the need to publish quickly, perhaps at the expense of checking.)

I see a reproducibility standard as a noble aspiration. As Buckheit and Donoho (1995) noted:

“An article about computational science in a scientific publication is not the scholarship itself, it is merely the advertising of the scholarship. The actual scholarship is the complete software developmental environment and the complete set of instructions which generated the figures.”
If this degree of documentation can be provided, it should be. But detailed documentation requires discipline and resources, both of which are barriers. There will be generational resistance; researchers would have to reconceptualize their approach, learn new software tools, and invest themselves more in process management at the expense of traditional research activities. Often statisticians do not own the data that they analyze. When there are legal requirements that data be placed in the public domain, there is still latitude for long delays, with little incentive to produce transparent, documented code. And even a careful and competent researcher may be reluctant to open up data to public potshots; honest mistakes can have severe reputational consequences, and one unkind colleague could create a chorus of criticism. (Partial rebuttals to my reservations are given in Donoho et al., 2009, but I am not persuaded.)

Clearly, the problem of reproducible research is fundamental to the integrity of science and public trust. Statisticians are among the leaders in this effort, but there are significant social barriers to change. Nonetheless, a wide range of approaches are being developed. We should be optimistic about the future, and proud of the role that statisticians have played in creating it.

Larry Kessler

Larry focused his attention primarily on the role that funding and regulatory agencies could play, commenting from his vantage point of having worked at both the NCI and the FDA. First, however, he drew some distinctions. 

1.  What is an investigator's personal responsibility with respect to research ethics (including reproducibility) in his/her own laboratory?
It seems worthwhile to me to make a few distinctions for the audience.  Are all the errors we are talking about of equivalent importance?  Do we care as much about negative as (strikingly) positive results?  Is there a hierarchy as to what deserves what level of re-review? In an ideal world, everything would be replicated - negative and positive work.  But we need to dispense with this rapidly because that world does not exist nor is it likely to in the foreseeable future.  I will argue that we need a hierarchy of research results that would be matched to appropriate checks and balances.  [Think of this the way FDA might - the strength of the regulatory controls on products roughly corresponds to the risk the products pose to patients and to operators exposed to the product.]

This provides a bit of context within which we can ask and answer this first question.

I would also think it worth pointing out the economics of research and the reward system for researchers that have promulgated this system. Finally, in this area, is it worth distinguishing between purposeful fraud versus poor methodology that has led to results that eventually are not reproducible? 

2.  What is the journals' role in ensuring reproducibility?

I think others should answer this.

3.  What is the institutional role?

I believe this means the host academic or business (say drug or device company) that employs the investigator(s) who have produced these results.  Possible roles include: procedures to determine chain of accountability; environmental support for open dialogue about research results; where possible help with infrastructure; encouragement to open up researcher's work and with respect to appropriate protection for faculty who have released their data; support through the promotion process for the importance of scientific reproductions of others' work; and establishment of appropriate oversight boards for important clinical and laboratory research.

4.  What is the responsibility of federal agencies with respect to reproducibility and research ethics? How does this differ when the agency is in the role of the grantor (e.g., NIH) versus the role of a regulator (e.g., FDA)?

Given my 10+ years at NCI and 12+ years at FDA, maybe I can add a bit here. Clearly the roles are different because their missions and legal governing statutes are different. With respect to NIH and grants - grants are gifts to investigators in order to carry out planned research. NIH should not be expected to check and reproduce research results in almost all cases - this is the responsibility of the investigator and institution. I see three important roles for NIH: 

a) Given the recent problems, NIH should review and adjust its grant (and contract) review systems in order to establish a high bar for researchers who apply to NIH - in fact, in most cases of the research we are discussing, NIH can adopt review processes explicitly to look for research that has the capability of being easily reproduced; 
b) For selected studies (high profile, very risky and with big risk-reward), NIH should set aside funds for such reproduction studies and have a mechanism to fund them in close proximity in time with the original research; and 
c) Help develop standards for review and consider developing a repository for code and data that would allow research results to be easily obtained and reproduced.

FDA has a very different role - regulatory. In some of the cases we have been discussing, there is an iron-clad requirement of the FDA to protect the data from others. This makes reproducibility more than challenging. Some have suggested the FDA do the reproducing work. This is not likely because of the lack of resources (and sometimes the expertise) at the FDA. However, there is one major role FDA can play. Almost all medical products FDA regulates fall under some version of the quality system requirements (QSR). For producing a medical product, following the quality systems regulations provides a high level of fidelity in the process.  There is a saying at FDA, “you can't inspect quality into a product.” What this means is that the quality of the product depends in large part on the structured and well-documented systems that are put into place to produce the drug or device.  Following these systems would avoid a number of the problems we have seen; yet, because of the proprietary nature of product discovery, results of the type we want to see may not be made available by the FDA. This suggests strengthening the analytic capability of statisticians at FDA.  

Larry also suggested that there be a separate mechanism for reproducibility reviews, either in terms of a corps of people devoted to this task, or in terms of rewarding academics or others for undertaking such tasks. 

Keith Baggerly

I began with some replies to comments made by David and Larry. 

First, in response to both, I wanted to clarify that I was focusing on ensuring or checking the reproducibility of the analysis, not the entire process -- if everyone could agree on what the right data were (not always easy!) could we then reach the same conclusions. I thought this was a useful distinction. 

David noted that going back to clean up the code is a lot of (often unrewarded) work. I agreed, but with a caveat. Specifically, if you're trying to address reproducibility at publication time, you've often waited too long. If you approach projects from the outset with the idea that the analysis is going to need to be externally reproducible, this can lead to a cleaner organizational style. This point was made independently by at least two presenters in a session on reproducibility at AAAS this year; both of those speakers mentioned approaches they were taking to do this (slides and audio for all talks from this session are available; see links at the end of my prepared notes). 

Larry noted the FDA’s regulatory role in checking signatures was important. I expanded on this, noting how the FDA had eventually asserted oversight over proteomic signatures (e.g., Petricoin and Liotta above) by classifying them as “in-vitro diagnostic multivariate index assays” (IVDMIAs), where the combinations of understood components are sufficiently complex in and of themselves that the ensemble must now be separately tested as an ensemble – as a medical device. 

I noted that shortly after this guidance was released, I wound up in a tradeoff where I thought this was a good idea because it gave the FDA the ability to intervene in problematic cases, but others thought this wasn't a good idea, because it wasn't clear that the FDA was trained to evaluate these tools and algorithms in general. While there is some validity to both points, I was (and still am) of the belief that the FDA can ask for or establish ways of performing functional checks. 

I then turned to the questions posed. 

In terms of the individual investigators, I think that they should be prepared to supply the data and code required to arrive at the results they reported, ideally with evidence of data provenance to let labels be checked, and clinical information as well. 

In terms of the journals, I think that they should first be enforcing some of the requirements that are already in place. I noted, with respect to the Minimum Information About a Microarray Experiment (MIAME) standard, that many journals (e.g., Science, Nature) require deposition of the raw microarray data at a public repository as a precondition of publication. Nonetheless, Ochsner et al (Nat Meth, 2008) documented that actual deposition rates for many journals were closer to 50%, and Ioannidis et al (Nat Gen, 2009) found that of 18 quantitative microarray papers published in Nat Gen in the previous two years (covered by MIAME), they could reproduce the results for only 2, and declared reproducibility impossible for 10. I thought that checking, after acceptance but before publication, that 
(a) Links to the data and code are given, and 
(b) Data and code exist at the links supplied, 
should be a task performed by the journals (possibly in automated fashion). I opined that written descriptions of algorithms were inadequate, and that actual code needed to be supplied. I further suggested that journals be willing to host code and potentially clinical data, as neither of these are typically huge.

In terms of institutions, I think that one major role they can play is in helping provide their investigators with the training required to perform tasks and assemble records so that reproducibility will be easy (or at least easier). I noted that Duke had recently released draft guidance outlining roles the institution might play, and that one such also involved helping perform audits of data provenance before clinical trials are begun. 

In terms of agencies, I agreed that the agencies should be funding the repositories needed to archive the raw data from these studies, and with the recommendations that they pursue reproducibility reviews, but I left the details to the other speakers. (Note added Apr 2, 2011 – unfortunately, some things are moving in the opposite direction, as the National Center for Biotechnology Information (NCBI) has announced that it will shortly be cutting funding for the Sequencing Read Archive (SRA) due to budget cuts. As noted in Nature’s blog, http://blogs.nature.com/news/thegreatbeyond/2011/02/database_cuts.html,

there appears to be some continued support for the archives in both Europe and Japan, but the truncation of support without some alternative is not reassuring.)
Roger Peng

Roger summarized both his entry into the arena of reproducible research with air pollution data, and his more recent experiences from the journal side as the AE for reproducibility of Biostatistics. 

I came into reproducible research in the context of air pollution and health epidemiology, where some of the research can be controversial in that it can affect national environmental policies. As a result, some of my work and the work of my colleagues has been challenged by industry groups. Scott Zeger and Francesca Dominici felt that the best way to deal with these (time-consuming) challenges was to make all of the data and code available so that people could conduct their own analyses on the same data that we had. If their approach was truly better, they should be able to demonstrate it on our data. 

My feeling was that this was the right thing to do on paper, however it did not account for the possibility that some users of the data would not hold themselves to the same standards of scientific conduct that we might. Therefore, the release of the data, in my view, encouraged the misuse and poor analysis of the data, obfuscating the issues involved. While it is always possible to have an honest debate and to refute a faulty analysis, often this debate is lost once the headline in the New York Times has been printed. In the end, I think we as scientists do have an obligation to disseminate our work in the most transparent way as possible, but this needs to be balanced against the potentially nefarious interests of some parties.

Regarding the questions posed:

Investigators: I think an investigator's responsibility is relatively simple: he/she should be able to reproduce his/her analysis upon request at some point in the future. I think this is a minimum standard. One way to imagine this would be to consider a hypothetical audit of a given project in the future. Could an investigator reproduce a published result in that setting? Making research reproducible by others is a much more complex problem and depends critically on the resources of the others.

Journals: I think journals should facilitate/coordinate the publication of computational research. They should not be responsible for somehow validating that work (as they are not responsible for validating other research) but to make sure that the work adheres to some minimal standard. In the computational arena, one possibility is to employ a technical/computational editor as is done at Biostatistics, Biometrical Journal, and Journal of Statistical Software.

Institutions: I think the primary responsibility of academic institutions is to teach students how to conduct reproducible research. We should teach them the skills, tools, and best practices so that they know what is a "reproducible habit" as opposed to a "bad habit". The set of skills that encourage reproducibility should be considered core skills, much like knowledge of a programming language or calculus are core skills.

Funding Agencies/Regulators: Funding agencies should play a role in developing the infrastructure needed for supporting reproducible research. In particular, long-lived repositories are needed for hosting data and code so that it can be available to others long after a paper is published. Also, funding agencies could encourage/fund the development of tools/software that allow investigators to easily make their work reproducible by others.

Questions within the Panel:

Larry asked Roger about giving authors at Biostatistics the option of having their work checked for reproducibility; why not simply check them all? 

Roger noted that this was in part because it was initially viewed as an experiment, but also because in talking with other journals that are run like businesses, there was some anxiety about driving authors to other journals. The experiment was working at Biostatistics, but would likely need an extra push (or concerted effort) to work on a broader scale. 

Larry asked me about the checking of code; he felt that some part of my response indicated that checking through millions of lines of code would be at least feasible for the FDA. 

I began by apologizing for anything I said that might have given rise to the impression that I thought code checking was a trivial task. 

I then clarified, however, that what I was thinking was rather that the FDA could ask that signatures be provided with “use tests” similar to those provided in software specifications: Given the following inputs, the software should produce the following outputs. Similarly, the suppliers of signatures could be tasked with supplying some canonical inputs and specifying how the signatures should be applied to those inputs to produce expected outputs, at which point further validations could be assayed with similarly structured inputs. 

Questions/Points from the Audience

David then approached the audience for questions.

Michelle Dunn (NCI): thought that it might be difficult to impose reproducibility as a requirement (from the NIH viewpoint) anytime soon, but thought that there would be interest in introducing some aspects of it gradually. She noted that some rules already existed within current grant guidelines that could be extended. She also asked some about how we assess reproducibility in our own institutions.

Roger commented that at Hopkins they strive to make PhD theses reproducible, but he wasn't sure about the level of enforcement imposed or agreement obtained.

Mary Christman (U Florida): followed up on this point of how reproducibility is to be achieved, and how journals might judge this.

Keith noted that there were already some guideline documents in existence, pointing in particular to the Reporting Standards for BioMARKer Studies (REMARK) by Lisa McShane et al referenced in the handouts distributed at the session. I also noted that we used Sweave in our department, and that examples of structures we'd found useful were given in the supplements to our recent Annals of Applied Statistics paper. Sweave, however, while useful for those familiar with R and Latex (including many statisticians) may have an extreme learning curve for others. I also noted that Victoria Stodden was in the process of teaching a course on reproducibility to stat grad students, where they were (among other things) evaluating papers from the literature and then evaluating each others' reports. I noted that much of the course was devoted to infrastructure and tools that would make the job easier (given that the biggest hurdle of assuming reproducibility as a goal from the outset had already been overcome), including many from the Open Source software community (in this respect, I was largely channeling Fernando Perez from an AAAS session on reproducibility on Feb 19). 

There was definite interest from the audience in the idea of having either a course or a short course on achieving reproducibility, possibly together with some type of white paper guidance document. 

I noted that since the course was currently underway, I'd like to let Victoria finish and get feedback from her about how it went before planning the short course, but in general thought it was a good idea. If it looked feasible, some in the audience (Michelle Dunn? Amy Herring?) suggested it might fly at ENAR next year. 

Lawrence “Doc” Muhlbaier (Duke): raised the issue that the MIAME standard might be going away due to issues with potential patient identifying information (HIPAA). He noted that this was a problem that needed to be thought about soon. He also noted that some types of issues (e.g., Excel problems) were difficult to catch, and also emphasized that the issue of reproducibility was not (and should not) be confined to the statistical community. 

Keith agreed that this was not solely an issue for statisticians, and that I really didn't want this to be seen as an issue where the statistical community was throwing up roadblocks to “getting science done”. With respect to patient identifying information, I noted that this problem had already arrived in the context of SNP array data, where The Cancer Genome Atlas (TCGA) project, which was releasing data at various stages of processing, was not releasing the level 1 (raw CEL file) data for the Affy SNP arrays for this reason. Since we had seen errors introduced with other assays in going from one processing step to another, we saw the attendant lack of checkability as a concern. With respect to the Excel issues, we noted that we had become particularly sensitized (unfortunately through exposure) to problems introduced by steps that severed the connections between numbers and their attendant labels, and did indeed check such steps carefully in our own processing. 

Larry Gould (Merck): noted that many of these concerns were familiar to those in industry (particularly pharmaceuticals), and suggested that the either the IBS or the ASA might want to consider suggesting "use tests" or similar guidelines for best practices. 

Henrik Bengtsson (UCSF): asked whether it would be possible to reward grantees with "bonuses" for reproducibility, thus introducing a carrot as opposed to a stick. 

Michelle Dunn (NCI): responded to Henrik's suggestion by noting that (unfortunately) post facto prizes would be very difficult to work into the current system, in that funds would have to come out of a pot after the work had been done, as opposed to being preallocated, which did not fit the current NIH budgeting approach. She did note that she saw no obstacle to asking for funds to check reproducibility at the outset as part of the initial request, so the NIH could ask for reproducibility plans as a matter of course from those submitting grants (possibly above some prespecified funding level). 

Tom Louis (Hopkins): in part echoed one of the points raised by Doc Muhlbaier earlier, in that the issue of reproducibility and training needed to be addressed not just in the statistical community but in the lab science community more broadly. Both in the lab and in the clinic, this is an issue with getting valid data. 

Donna Ankerst (Technical University, also UTHSCSA): again raised the issue briefly noted by Roger of what to do when others made use of data you posted in ways that were neither envisioned nor appropriate given the context of how the data were obtained. Her specific examples were drawn from prostate cancer, and involved the use of inappropriate subset analyses, but the points are clearly broader. 

Larry Kessler replied that while this was indeed a concern, he (like Roger) saw no alternative to making the whole of the data public so that others could judge the subset studies in the context of the entire data. We can't prevent misuse, but we can hopefully make such use checkable if we also track the provenance of the data (so that we can see that the data in question are just a subset of those available). 

Keith Muller (U Florida): echoed the distinction I had made between reproducible analyses and reproducibility of studies more broadly. He noted, in the context of toxicology, his own “subpoena standard” where in contentious cases (where one side was bound to be disappointed) he had, on occasion, been subpoenaed to show how he had obtained the results he reported. 

Frank Harrell (Vanderbilt): noted that the CTSA program was also actively involved in pursuing methods for enhancing reproducibility of analyses, and pointed those interested to CTSPedia (which includes a reproducible research working group and other references and standards). He noted that at Vanderbilt they taught some methods at a weekly R and Latex clinic, and also noted that one rule they followed was that a statistical analysis plan should be in place at the outset, and in particular before any unblinding of the data in studies where blinding was used. He also lamented the potential issues that could arise with investigators “sharpening” certain images in Photoshop, though no fix was immediately suggested here. 

Xiao-Li Meng (Harvard): titled many of the efforts described as “re-research”, and noted the key nature of such an auditing system for papers of clear importance. In this regard he suggested that journals might identify such papers and have such re-analyses be the subject of discussion papers to check issues from several angles, using the JRSS style as a template. He agreed that means would need to be found for such research to be funded and for crediting the researchers who performed such activities.

Peter Imrey (Cleveland Clinic): wasn't sure that discussion papers were the ideal way to pursue reproducibility, in that some discussions in medicine seemed to produce extra ambiguity. 

Jeff Morris (MD Anderson): noted the importance for statisticians of their own personal "re-review" of papers where their names appeared, noting that he had encountered cases where p-values and the like had been added at later steps by his collaborators where he needed to go back and check with them as to what test was being performed and what values reported. (As an aside, an extreme example of this was noted in a March 23 news feature in Nature on why biomarkers have proved so difficult to validate.

Other comments were made (sorry, I lost track of who was saying what) about the merits of having our own statistical “lab notebooks” that could be referred to in order to determine what was done. (As an aside, this analogy may be useful in further conveying that this is not just a statistical issue, but rather a scientific one.) 

There was also discussion of how to clarify what the cost-benefit tradeoff was of performing research in a reproducible fashion – could it be shown that costs incurred by not being able to check things later would more than offset the perceived costs of a slowdown in development associated with a startup of the process, and potential overhead in software? (As an aside, I believe that this is a fairly well established point in software development, and Henrik Bengtsson may have some additional references to this effect.)

I have a note that Atul Gawande's “The Checklist Manifesto” talking about the breakdown of workability as task complexity increases might be useful here, as he draws examples from a variety of fields including health care (his primary interest), but I'm not sure if this was mentioned or just my own note to myself. 

Amy Herring (UNC, ENAR President, Session Organizer, Grand Poobah): was given the opportunity to wrap up the session. She noted, among other things, that the Council of Presidents of Statistical Societies (COPSS) was beginning to weigh in with pronouncements on issues deemed to be of concern to the statistical community, and along those lines, she suggested that some guidance on reproducibility best practices or recommendations could well fall within that purview. Suggestions before JSM would be welcome. 

General Recommendations

There were a few points of consensus. 

One was that agencies should be funding repositories for archiving data, with possible expansion to include code and metadata as well. 

Issues of patient identifiability need to be addressed soon, first within the NIH, and possibly more broadly as aspects may require congressional action. 

There was marked interest in the prospect of best practice guidelines and possibly short courses: people are quite willing to do it, if how can be made clear. 

There was agreement that auditing and checking was important, particularly when thresholds of either dollars committed or patients being enrolled in trials were crossed, and there was also agreement that funding for this should be planned for. It was not clear who would be funded to perform these checks, or what provisions for enforcement would be put in place. 

There was also some agreement in terms of things that the funding agencies could do, which Michelle Dunn has now summarized. 

The problem identified and recognized as important. 

Implementation of fixes is among those things that should be funded, once we can figure out how. 

Applause. 

Exeunt Omnes. 

