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and beyond’
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From: Philip Greenland*
Feinberg School of Medicine, Departments of Preventive Medicine and Medicine,
Northwestern University, Chicago, IL, U.S.A.

In 1998, I co-authored an editorial [1] that identified three major problems related to cardiovascular
risk assessment and risk reduction: (a) measurement of risk factors and collection of clinical data
relevant to patient risk; (b) interpretation of risk-related data with estimation of risk in absolute
terms (e.g. risk of an event per year) as well as relative terms (i.e. low, intermediate, or high
compared with others of the same age and sex); and (c) on the basis of risk estimation results,
intervention to minimize disease risk or to prevent risk factor development in the future. We noted
that problems existed in each of these critical steps, and called for further research in each of
these areas to achieve better control of cardiovascular risk factors in the clinical setting. Since the
editorial appeared, much work has focused on the second of the three issues above—improvements
in the statistical assessment and interpretation of risk. The article by Pencina and colleagues in
this issue [2] contributes to this area and is a definite step forward in the assessment of new risk
factors. It remains to be seen, of course, whether it can have an impact on either of the other two
steps, each of which remains highly important for the clinical application of the new statistical
approach.

As Pencina et al. point out [2], the critical statistical aspects of any risk assessment tool are
discrimination and calibration. Discrimination is probably most important to the clinician—how
well can the practitioner distinguish a diseased (or a future diseased) patient from a person who
is not (or will not be) affected? For screening purposes, the clinician would like to have a test
(or assessment tool) that is highly sensitive, capable of detecting nearly all—or all—future cases.
In the type of cases discussed by Pencina et al., coronary heart disease, preventive treatments
are available and are highly effective, but they must be applied in a cost-effective manner, so the
clinician would also prefer to have an assessment tool that is also highly specific. As noted by
Pencina and colleagues, the area under the ROC curve (AUC) is a common summary statistic that
describes the discrimination of a diagnostic or prognostic test, and the number has actual meaning
that a clinician can understand. The AUC is the probability that a randomly selected person from
the affected (or soon to be affected) group will have a higher test score than a person randomly
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selected from the non-cases. This measure directly relates to the degree of overlap of scores for
affected and non-affected and is a function of the sensitivity—specificity results for all possible test
results for the assessment tool.

In practice, clinicians do not usually focus on all possible test cutoff values, however, as they tend
to be most interested in results clustering near important treatment (or decision-making thresholds).
As noted more than 30 years ago by Framingham investigators, in their very first paper on risk
assessment in the clinical medicine literature [3], by focusing on people with the very highest risk
scores, one was able to identify a very large proportion of future cases of coronary heart disease
and other vascular complications of atherosclerosis. Nonetheless, if the scores for affected and
unaffected overlap a great deal, a cutoff that detects most of the cases will still identify a very
large number of ‘false positives’ who will require treatment without evidence of benefit. Thus,
treatment of many false positives makes the treatment approach progressively less cost effective.

For virtually all single risk factors, the decision-making situation is dismal. We showed that
more than 90 per cent of patients who will eventually experience coronary artery disease have at
least one major risk factor, including unfavorable levels of cholesterol, blood pressure, cigarette
smoking, or diabetes [4]. The rub here was that over 80 per cent of non-cases also had at least one
of these risk factors present, so while sensitivity was high, specificity was poor. The same rule
applies to new tests such as C-reactive protein, lipoprotein (a), and homocysteine [5]. As noted by
Pencina et al. [2] and many others too numerous to cite, multiple risk factors can be combined to
create a risk assessment method that is both highly sensitive and somewhat more specific than is
the case for single risk factors. This is why risk assessment using tools such as the Framingham
Risk Score (FRS) has generally superseded risk estimation using single measures of risk, no matter
whether they be lipids, inflammatory markers, thrombotic factors, or genetic markers. All single
measures perform less well than multi-marker tests [6].

The advantage of the new statistical approach of Pencina et al. [2] is that it focuses on the
distribution of scores that are of greatest interest to clinicians, those at the critical decision thresh-
olds. The new approach demonstrates that it is feasible for a statistician to focus on these critically
important zones of interest and discover whether a new test ‘moves a patient’ from a zone of lower
risk to a zone of higher risk, thus crossing a treatment threshold. However, with any test, there is
the possibility of moving a patient both to a higher risk (into a more intensive treatment zone) and
also to a lower risk (and out of the treatment zone). If the net result is that nearly equal numbers
are moved in each direction, with the net result almost unchanged, then the test is of little overall
value. This is presumably what the AUC tells us with most new tests—no real net improvement in
discrimination. But, by focusing closely on the treatment thresholds, the new approach of Pencina
et al. [2] may move this field closer to its goal of better discrimination of affected compared with
unaffected patients. For this, Pencina et al. are to be congratulated for this new approach.

At the same time, before getting too excited over this new statistical approach, it remains to be
seen also whether a new test can lead to improvements in the clinical control of cardiovascular
risk. Caution is advised as the results to date are not encouraging. For example, a study in which
coronary calcium measurement was added to standard cardiovascular risk failed to lead to improved
cardiovascular risk control unless also combined with intensive risk factor management [7]. The
message was that better testing strategies alone did not result in better clinical outcomes. Future
studies should also assess whether new tests, or new testing algorithms, can also be effectively
incorporated into clinical practices and ultimately lead to improved patient outcomes. Nevertheless,
new statistical approaches are one of the key steps along this process, and Pencina et al. [2] have
provided an important step forward in this regard.
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