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Abstract The objective of clinical prediction rules is to
reduce the uncertainty inherent in medical practice by de-
fining how to use clinical findings to make predictions.
Clinical prediction rules are derived from systematic clini-
cal observations. They can help physicians identify pa-
tients who require diagnostic tests, treatment, or hospital-
ization.

Before adopting a prediction rule, clinicians must evalu-
ate its applicability to their patients. We describe method-
ological standards that can be used to decide whether a
prediction rule is suitable for adoption in a clinician’s prac-

LINICAL prediction rules are intended to help

physicians interpret clinical information. In ear-
lier eras, prediction rules were based on the experience
of respected senior clinicians and took the form of
clinical aphorisms. These distillations of experience
are memorable but may oversimplify complex issues
and are subject to many forms of bias. More recently,
clinical prediction rules have been derived from stud-
ies involving many hundreds of patients and sophisti-
cated mathematical analysis. Clinical prediction rules
estimate the probability of a diagnostic outcome, such
as the probability that a patient with chest pain is
having an acute myocardial infarction, or link clinical
characteristics to the choice of therapy, such as decid-
ing how to treat a patient with pharyngitis. In either
case, a physician may use a clinical prediction rule to
classify patients according to the risk of disease or the
potential benefit from therapy. In addition, since pre-
diction rules are typically based on extensive prior
experience, they can help a physician know what clini-
cal data are important to obtain. By making objective
the art of diagnosis, prediction rules may help clini-
cians cope with the inevitable uncertainties of clinical
practice. An example of a clinical prediction rule is
shown in Table 1.

There have been several instances in which a pre-
diction rule did not classify patients as accurately as
had been expected from the original report.' These
reports appropriately raise concerns about the use of
clinical prediction rules in patient care. Like any new
technology, a prediction rule should be evaluated
carefully before it is used. To help the practicing phy-
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tice. We applied these standards to 33 reports of predic-
tion rules; 42 per cent of the reports contained an ade-
quate description of the prediction rules, the patients, and
the clinical setting. The misclassification rate of the rule
was measured in only 34 per cent of reports, and the
effects of the rule on patient care were described in only 6
per cent of reports.

If the objectives of clinical prediction rules are to be fully
achieved, authors and readers need to pay close attention
to basic principles of study design. (N Engl J Med 1985;
313:793-9.)

sician carry out this task, we describe methodological
standards for creating and validating clinical predic-
tion rules. We then use the standards to evaluate re-
cently published prediction rules.

METHODS

In our review, we have included clinical prediction rules pub-
lished during the period from 1981 through 1984 in the New England
Journal of Medicine, the Journal of the American Medical Association, the
Annals of Internal Medicine, and the British Medical Journal. We have
included only published reports that used three or more clinical
findings to categorize patients and that were based on clinical data
collected by the authors. Thirty-three reports fulfilled these selec-
tion criteria.>3* We deleted three reports of our own work.?%%7

We established seven methodological standards to guide our eval-
uation of the 33 reports. Two of us independently evaluated the
adherence of each report to these seven methodological standards.
Disagreement between the evaluators was infrequent and was re-
solved by a third review. We were concerned mainly with factors
that might reduce the utility of a prediction rule if it were to be
widely used in clinical practice. We focused on the definition of
clinical outcomes and predictive findings. Four standards that affect
the applicability of clinical prediction rules are also described. Fi-
nally, we reviewed each report for a description of the mathematical
techniques used to derive clinical prediction rules. The results of
this analysis are shown in the Appendix and are summarized in
Table 2.

REsuULTS

Bias in Clinical Prediction Rules

Three deficiencies in study design may affect inter-
nal validity: poorly defined outcome events, poorly
defined predictive findings, and failure to “blind”
those who define the outcome or the predictive
findings.

Definition of the Outcome

A clinical prediction rule must clearly define the
event to be predicted. A definition should be free of
ascertainment bias.3®3° For example, if the end point
is acute myocardial infarction, the criteria for the diag-
nosis must be stated clearly, and all patients should be
equally available for the measurements that define the
outcome. Thus, the follow-up of patients who are not
admitted to the hospital must be sufficiently thorough
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Table 1. Prototype of a Clinical Rule for Predicting Death.

SCORE*
Predictive findings
Age >75 yr 6
Severe pain 10
Emergency 5
Total points 0-21

Interpretation of the score

High risk: >10 points (30% deaths)
Low risk: <10 points (3% deaths)

*Score shown is assigned if ified predicti

p P finding is present; if it is absent, a score of 0
is assigned.

to identify any patients who have had a myocardial
infarction.

If possible, the predicted outcome should be bio-
logic rather than sociological or behavioral. Consider,
for example, a rule that is designed to predict the deci-
sion to hospitalize a patient. If the decision is based in
part on social and behavioral factors that are specific
to one institution or patient population, the prediction
rule may not accurately predict outcomes in another
institution. By comparison, a rule that predicts an ob-
jective biologic diagnosis is more likely to be robust
when applied in another institution.

As shown in Table 2, most of the reports (28 of 33)
contained adequate definitions of outcome.

Definition of Predictive Findings

A report must include precise definitions of the pre-
dictive findings. However, the need for clear defini-
tions does not preclude the use of “soft” clinical data,
as long as these data can be defined precisely enough
to have a similar meaning to everyone who may
use them.*

A report met the standard for an adequate defini-
tion of predictive findings if the authors described a
method, usually a protocol, and a standard reporting
form for recording the findings. Almost all the reports
(32 of 33) met this standard.

Blinded Assessment of Outcome and Clinical Prediction

Some outcomes, such as a diagnosis of myocardial
infarction, are defined in part by clinical findings that
may be useful in a prediction rule. If findings are used
both as predictors and as diagnostic criteria, the inves-
tigator may erroneously conclude that they are power-
ful predictors of a biologic event. This circular reason-
ing may be avoided simply by being certain that the
list of clinical predictors does not include any diagnos-
tic criteria. In addition, the investigator who assigns a
patient’s diagnosis should be blinded to any findings
that are to be used as predictors. The analogous error
in a retrospective study is awareness of the outcome
when searching the patient’s record for clinical find-
ings that are to be used as predictors.

Studies met the criteria for avoiding circular reason-
ing if the authors stated that study diagnoses were
assigned without awareness of clinical findings that
were used as predictors. Of the 12 reports that used
outcome definitions based in part on clinical predic-
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tors, only 3 stated that the outcome assignment was
performed without awareness of the clinical predic-
tors. Three of the 11 retrospective studies met this
standard.

Applicability of Clinical Prediction Rules

The predicted outcome should be pertinent to medi-
cal practice. For example, if the rule predicts compli-
cations of a disease, have the authors concentrated on
the clinically important complications? The predictors
should be feasible and relevant. A clinician derives
little benefit from a prediction rule that requires the
results of a test that is not readily available. The read-
er must also ask whether the investigator has reported
the truly important predictive finding or has been mis-
led by a surrogate. For example, if a report states that
the uric acid level is a strong predictor of outcome in
survivors of myocardial infarction, the reader should
ask whether this variable was found to be important
principally because the severity of congestive heart
failure and the aggressive use of diuretics were not
adequately analyzed.

The clinician should evaluate the investigators’ pa-
tient population for features that might reduce the
general applicability of the clinical prediction rule.
For example, the prognosis of patients with cancer in a
tertiary referral center may be quite different from that
of similar patients in a community hospital. The study
population should include a wide spectrum of pa-
tients, in terms of age, sex, and clinical characteristics.
The type of practice should be described, as should the
size of the catchment area for the study population
and the proportion of self-referred patients. If study
patients are not representative of the clinical practice
in which the prediction rule is to be used, the clinician
should be cautious about applying the rule.

We did not assess the relevance of predictive find-
ings or outcome measures in evaluating these reports.
A report met the standard for describing the charac-
teristics of the patient population if the age and sex
distributions of the patients were noted; 25 of the 33
reports included this information (Table 2). In 31 of
the reports, we were able to ascertain the setting in
which the study data were obtained. We did not ana-
lyze the proportion of self-referred patients, since this
information was seldom stated.

Table 2. Methodological Standards and Published Clinical Pre-
diction Rules.*

No. oF REPORTS

METHODOLOGICAL STANDARD MEETING THE STANDARD (%)

1. Definition of outcome 28/33 (85)
Blind assessment when appropriate 3/12 (25)
2. Definition of predictive finding 32/33 (97)
Blind assessment when a retrospective study 3/11 (27)
Subtotal: reports meeting standards 1 and 2 19/33 (58)
3. Patient age and sex stated 25/33 (76)
4. Study site described 31/33 (94)
Subtotal: reports meeting standards 1-4 14/33 (42)
5. Test of misclassification rate 11/32 (34)
6. Effects of clinical use prospectively measured 2/33 (6)
7. Mathematical technique described 23/28 (82)

*Refer to the Appendix for the

P 'y
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Accuracy of the Prediction Rule

By placing patients into groups in which the likeli-
hood of a diagnosis or outcome has been determined
empirically, a clinical prediction rule can help the cli-
nician make decisions that direct resources to patients
who are at high risk. However, if the clinical predic-
tion rule places a patient in the wrong risk group, the
patient may receive unnecessary diagnostic tests or
medical care or may suffer because the physician fails
to intervene appropriately. It is therefore important
for the clinician to know the expected error rate when
using a prediction rule in clinical practice.

The error rate, which is the proportion of patients
who are misclassified (Table 3), will almost always be
higher when a clinical prediction rule is used prospec-
tively in a new group of patients (the “test set”) than
when it is used in the group from which it was derived
(the “training set”). The discrepancy in the error rates
for training and test sets will be minimized if the train-
ing set includes a large enough number of patients in
the smallest outcome category. One empirical study*!
and several theoretical analyses*?** have shown that
the smallest prognostic or diagnostic category in the
training set should contain at least five patients for
each predictive finding in the rule. Thus, if our proto-
typic rule (Table 1) used three findings to predict
death, there should have been at least 15 patients in
the training set who died. This rule of thumb should
be used to estimate the number of patients needed for
a study, but investigators should test the misclassifica-
tion rate of the rule, as described below.

There are several ways to estimate what the mis-
classification rate would be if a clinical prediction rule
were to be applied in a new clinical setting. In one
class of methods, the rule is tested on patients in the
study population from which the rule was derived
(cross-validation methods). The other approach is to
apply the prediction rule to a group of patients who
were studied after the rule had been completed. These
new patients can be from the clinical setting in which
the rule was derived or from a different clinical envi-
ronment.

Statistical cross-validation techniques, including
the “jackknife” and “bootstrap” methods,***” can be
employed when it is necessary to use the original study
patients to validate a clinical prediction rule. In the
jackknife method, sometimes called the “one-left-out”
method, one patient is removed and the rule is re-
derived and used to classify the excluded patient. The
patient’s predicted state is compared with the true
state. This process is repeated many times to deter-
mine the frequency with which the excluded patient is
misclassified. Thus, if there are 100 patients, 1 patient
is selected to be excluded. A rule is derived from the
remaining 99 patients and applied to the 100th pa-
tient. This process is repeated systematically for all
100 patients. The misclassification rate is the fraction
of the 100 test patients who were incorrectly classified.

The bootstrap method is similar in principle to the
jackknife.***” Two error rates are measured. One is
obtained by applying the original rule to a population
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Table 3. Misclassification Rate of a Prediction Rule for Awakening
after Cardiac Arrest.*

ACTUAL

OUTCOME PREDICTED OUTCOME
AWAKENING NOT AWAKENING TOTAL
Awakening 173 16 189
Not awakening 4 82 129
Total 217 98 315
Sensitivity of the rule 173/217 = 80%
Specificity of the rule 82/98 = 84%
Total error rate = 44+ 16 = 19%

315

*Modified from Longstreth et al.'®

that was drawn randomly (with replacement) from
the original population. The second error rate is ob-
tained by using the new population to calculate a sec-
ond rule, which is then applied directly to that new
population. This process is repeated many times.
Since each randomly drawn population is different,
the rules all differ from the original rule and from each
other. The difference between the two error rates in
each population is averaged over all populations. The
size of this average difference is an estimate of the
stability of the rule as it might be applied to a new
population. Both the jackknife and bootstrap tech-
niques use the variability in the original data set to
simulate the performance of the clinical prediction
rule in a new population. However, the effects of bi-
ases in selecting patients or collecting data will not be
eliminated, since all testing is carried out on patients
from the training-set population.

The split-sample technique may also be used to test
a prediction rule. The study population is divided into
a training set and a test set. The training set may
contain any proportion of the original sample; the test
set contains the remaining patients. The rule, which
was derived from the training set, is applied to each
member of the test set. Like the jackknife or bootstrap
technique, this cross-validation method will not elimi-
nate the effects of biases in patient selection or data
collection.

A preferable way to measure the error rate is to
embark on a second independent study in the same
location. Although seemingly similar to dividing the
original sample for immediate cross-validation, a sec-
ond study is a much more stringent test. The study
design and data-gathering methods must be reproduc-
ible, and the classification accuracy of the prediction
rule must remain stable over time.

The best way to test a prediction rule is to measure
the misclassification rate in a new clinical setting. This
form of prospective validation requires reproducible
clinical methods and definitions. If the accuracy of a
rule depends on unusual, practice-specific relation-
ships between clinical predictors and outcome, the
misclassification rate at other sites should differ from
the rate at the training site. Prospective validation
studies in a wide variety of settings are costly and
time-consuming but essential.

The misclassification rate of a clinical prediction
rule was tested in 11 of 32 reports. In 5 of the 11
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reports, a previously published decision rule was test-
ed.2:3,13,15,3¢ One of the six remaining studies used the
split-sample method,'® and five!7:22:23,:27.28 described
prospective testing in the clinical environment of the
training set.

The Effect of a Clinical Prediction Rule on Patient Care

The ultimate measure of a clinical prediction rule is
its effect on patient care. Even when methodological
standards have been met, a prediction rule may have
little clinical utility.

A clinical prediction rule may misclassify few pa-
tients, but the errors may have very serious conse-
quences. Instead of trying to minimize the number of
misclassified patients, one should try to minimize the
chance of serious error in patient care. For example, it
may be far worse to fail to admit a patient with a
myocardial infarction than it is to admit a patient who
does not have a myocardial infarction. Furthermore,
even if the clinical prediction rule is accurate and
seemingly appropriate for the clinical situation, socio-
logical or behavioral factors may nullify its use. One
prediction rule?” is illustrative. The use of x-ray films
for injured extremities was reduced by application
of a prediction rule to identify patients in whom
a fracture was unlikely. However, patients often de-
manded and received x-ray examinations that had
not been indicated by the rule. Use of a clinical pre-
diction rule may reassure the physician about the pa-
tient’s status, but the patient may need additional
reassurance.3®

The effect of a clinical prediction rule on patient
care was described in two reports.?*?” In one of these
reports, however, the misclassification rate of the pre-
diction rule was not stated.?*

Mathematical Techniques for Developing Prediction Rules

The mathematical methods used to derive a predic-
tion rule are often too complex to merit a detailed
description in a clinical journal. Nonetheless, the
method should be identified, and a detailed descrip-
tion and discussion should be cited in the refer-
ence list.

A variety of mathematical techniques have been
used to derive clinical prediction rules. The simplest
method is cross-tabulation of the potential predictive
finding and the outcome by means of a two-by-two
contingency table. In most cases, however, the num-
ber of potential predictors is so large and their rela-
tionships are so complex that multivariate statistical
analyses are required.

Multivariate techniques include linear- or logistic-
regression analysis and linear or quadratic discrimi-
nant analysis. Although each of these multivariate
techniques is based on specific statistical assumptions
that should guide its application,*® all produce equa-
tions in which the likelihood of an outcome can be
computed by summing the weights or values that the
statistical technique calculates and assigns to the po-
tential predictive factors. To use such a multivariate
rule, the clinician should seek information from
the patient on each potential predictive factor. The
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weights corresponding to each of the factors that are
present are then summed to give a score. In general,
very high or very low scores are associated with either
a very high or very low likelihood of the outcome that
the rule is designed to predict. Intermediate values of
the score are associated with an intermediate likeli-
hood of the outcome. The investigator may suggest
using a specific threshold value of the score as a guide
to therapy.

Recursive partitioning analysis,*® which builds an
empirical tree diagram by repetitively splitting the pa-
tient population into smaller and smaller categories,
can be considered a hybrid between cross-tabulation
and discriminant analysis. With this method, the best
predictor of disease is identified, and the entire popu-
lation of study patients is divided into two groups:
those who have the best predictor (and have a high
likelihood of disease) and those who do not (and have
a relatively low likelihood of disease). With the re-
maining predictors used to divide each group into sub-
groups, this process is repeated sequentially until the
number of patients in each subgroup is small or until
additional predictors cannot be identified. Each path
along the branches of the tree corresponds to a se-
quence of clinical findings and defines a patient sub-
group. Typically, the likelihood of the predicted out-
come varies from one subgroup to another. The tree
diagram may show the probability of a clinical out-
come in each subgroup, and the authors may refer to
the tree in suggesting how to treat certain subgroups of
patients.

When the predicted outcome is the time until an
event, such as death or disease recurrence, and this
event is a censored observation, Kaplan—-Meier sur-
vival curves,®® Cox regression,”' and derivations of
these methods'? are usually employed to create a pre-
diction rule.

Twenty-three (82 per cent) of the reports described
the mathematical method used to create the clinical
prediction rules. The methods used are listed in the
Appendix.

DiscussioN

Inadequacies are often revealed when methodolog-
ical standards based on accepted statistical and epide-
miologic principles are used to assess the medical lit-
erature.3%52-5¢ Few reports of clinical prediction rules
met most of our methodological criteria. Adequate
definition of outcome and clinical predictors, assessed
in blinded fashion when appropriate, was provided in
58 per cent of the reports. Only 14 of the 33 reports
adequately described the patients, the study site, the
outcomes, and the predictive findings. The misclas-
sification rate of the rule was estimated in 34 per cent
of the reports, and the effects of the rule on patient care
were evaluated in only two reports. Our results may
not apply to reports in other medical journals or
in the same journals during a different period. In
some cases, there may have been excellent reasons
for deviating from the principles underlying our
criteria. Our purpose is to suggest standards for
developing and reporting clinical prediction rules,
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not to denigrate the contributions made by the cited
authors.

Table 2 lists standards for developing and reporting
clinical prediction rules. One cannot simply use the
number of methodological criteria that were met to
estimate the validity of a clinical prediction rule. In
some instances, violation of one criterion may essen-
tially invalidate a study. On the other hand, studies
that meet few of the criteria may provide clinically
useful, though somewhat preliminary, information.
The standards are not all-inclusive, and additional
criteria or modifications may be proposed as a result of
future studies of the performance of clinical prediction
rules. Such studies are critically important if clinical
prediction rules are to be applied confidently to local
practice, but certain precautions must be heeded.
First, investigators should accurately follow the proto-
col of the original researchers. Often, the original
study used rigorous diagnostic and follow-up meth-
ods. The subsequent investigator, who may wish to
perform an inexpensive version of the original study,
must resist the temptation to eliminate the necessary
rigor. Second, the investigator may misunderstand the
original report, either because of inexperience or be-
cause the published paper did not contain all the
necessary definitions and details. In many areas of
science, investigators review their proposed study
methods with the original authors before beginning a
validation experiment and consult with them after the
study has been completed to see whether the original
investigators can explain any apparent discrepancies.
Such a policy is often prudent when investigators at-
tempt to validate published clinical prediction rules.
In many instances, cooperation between the original
and subsequent investigators can lead to a multicenter
study for the validation or revision of a clinical predic-
tion rule. A coordinated, prospective evaluation is
preferable to numerous, poorly standardized attempts
at validation and eliminates any “publication bias”
that might otherwise favor the publication of studies
that are noteworthy only because they seem to invali-
date the original clinical prediction rule. Prediction
rules are a form of health care technology, and they
should be studied with the same care as new drugs or
devices.

Clinical prediction rules are explicit empirical state-
ments that are formulated to improve the efficiency
and accuracy of physicians’ judgments. Our review of
reports in four selected medical journals suggests that
clinical prediction rules will more readily achieve this
objective if basic principles of study design are adopt-
ed. Both authors and journal editors may decide that a
prediction rule deserves to be disseminated before the
ideal validation study — a multicenter testing of its
effects on patient care — has been performed. In such
cases, both the author and the editor should assure
themselves that the prediction rule is sufficiently free
of bias; that the patients, the clinical setting, and the
mathematical techniques have been adequately de-
scribed; and that the misclassification rate has been
estimated by a cross-validation technique, such as the
split-sample or bootstrap method.

CLINICAL PREDICTION RULES — WASSON ET AL. 797

We present standards by which investigators, edi-
tors, and readers may judge clinical prediction rules.
Unless such standards are met, clinicians must be
wary of basing actual practice on the recommenda-
tions of published clinical prediction rules.
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Appendix. Analysis of Clinical Prediction Rules Published in Four Medical Journals from 1981 through 1984.*

PREDICTION RULE

METHODOLOGICAL STANDARDS

EFFECTS OF MATHEMATICAL

CLINICAL COMPOSITION PREDICTIVE AGE AND SEX  STUDY SITE  TEST OF MISCLAS-  CLINICAL  TECHNIQUE
PROBLEM (REFERENCE No.) OUTCOME FINDING DEFINED DESCRIBED  SIFICATION RATE USE DESCRIBED
blind
assessment
if dependent blind
on predictive assessment if
defi findi definiti retrospective
Survival from out-of- Four variables scored + NA + 0 0 Ambulance 0 0 0
hospital cardiac retrospectively (4)
arrest
Hospital discharge for Four variables scored 0 NA + 0 0 Hospital 0 0 0
elderly patients with  retrospectively (5)
hip fracture
Prognosis in nontrau-  Algorithm: 12 0 NA + Hospital 0 0 CT
matic coma variables (6)
Prognosis in childhood Four variables com- NA NA + Clinic 0 0 R
epilepsy bined (7)
Survival in end-stage  Three variables scored NA + + Hospital 0 0 R
renal disease retrospectively
8)
Relapse and need for ~ Seven variables 0 NA + Emergency 0 0 D
hospitalization in scored (9) dept.
patients with acute
asthma
Validation of asthma  Seven variables 0 NA + Emergency PNa 0 a
rule (above) scored (2) dept.
Validation of asthma  Seven variabies 0 NA 0 Emergency PNa 0 a
rule (above) scored (3) dept.
Awakening after out-  Four variables scored NA 0 + Hospital SS 0 D
of-hospital cardiac retrospectively
arrest (10)
Employment after Seven variables in NA NA + Hospital 0 0 R
cardiac surgery multiple correla-
tion (11)
Risk subgroups for Four variables NA NA + Hospital 0 0 R
death after myocar- combined (12)
dial infarction
Prognosis after myo-  Three variables NA NA + Hospital PSa 0 a
cardial infarction combined (13)
Risk of infection after Four variables scored NA NA + Hospital 0 0 R

penetrating abdomi-
nal trauma

(14)

Appendix continues on page 799.
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799

PREDICTION RULE

METHODOLOGICAL STANDARDS

EFFECTS OF MATHEMATICAL

CLINICAL COMPOSITION PREDICTIVE AGE AND SEX  STUDY SITE  TEST OF MISCLAS-  CLINICAL  TECHNIQUE
PROBLEM (REFERENCE No.) OUTCOME FINDING DEFINED DESCRIBED  SIFICATION RATE USE DESCRIBED
blind
assessment
if dependent blind
on predictive assessment if
defi findi) defi retrospective
Left ventricular func- Ten variables scored + NA + NA 0 Hospital PNa 0 a
tion after infarction and correlated (15)
Serum barbiturate Eight variables + NA + 0 + Hospital 0 0 0
levels after overdose  scored and corre-
lated, some retro-
spectively (16)
Discriminating alco-  Twenty-five variables 0 0 + 0 + Hospital PS 0 D
holic from nonalco-  combined retro-
holic liver disease spectively (17)
Adults with sore throat Four variables com- + NA + NA + Clinic 0 0 CT
likely to have bined (18)
heterophil
Adult respiratory dis- Eight variables com- + NA + NA + Hospital 0 0 CT
tress predispositions  bined (19)
Patients likely to have Six variables scored + NA + NA + Clinic ? 0 D
disease at 20
endoscopy
Children with acute  Three variables com- + + + NA 0 Emergency 0 0 CT
asthma likely to bined (21) dept.
have abnormal chest
radiographs
Nephrotoxicity from  Variables scored (22) + NA + NA + Hospital PS 0 D
aminoglycosides
Abnormal lymph-node Three variables + + + + + Hospital PS 0 D
biopsy in young scored retro-
patients spectively (23)
Improving coronary ~ Seven variables + + + NA + Emergency 0 +a R
care unit admissions  scored (24) dept.
Identification of Four variables scored + NA + NA + 0 0 0 R
alcoholism 25)
Assessment of urinary Algorithm (26) + 0 + NA + Hospital 0 0 0
incontinence in
women
Patients with injured  Algorithm: six vari- + NA + NA 0 Emergency PS + RP
extremities who ables (27) dept.
need radiographs
Coronary artery dis-  Seven variables com- + NA + + + Hospital PS 0 R
ease in patients bined retro-
with valvular spectively (28)
heart disease
Intracranial hematoma Four clinical varia- + NA 0 0 0 Hospital 0 0 0
after head injury bles combined ret-
rospectively (29)
Abnormal abdominal  Three variables com- + NA + NA 0 Emergency 0 0 CT
radiographs in bined (30) dept.
patients
Causes of hypercal-  Retrospective al- + 0 + 0 + 0 0 0 D
cemia gorithm: four vari-
ables (31)
Clinical dropout and  Twelve variables + NA + NA + Clinic 0 0 R
blood-pressure con- scored (32)
trol in hyperten-
sive patients
Risk for persistent ear Three variables com- + 0 + 0 + Hospital 0 0 CT
effusions bined retrospec-
tively (33)
Causes of genito- Four variables com- + 0 + NA + Clinic PNa 0 a
urinary symptoms bined (34)
in women
TOTAL POSITIVES 28/33 3/12 32/33 3/11 25/33 31/33 11/32 2/33 23728
*A plus sign d hodological dard employed, 0 dard not employed, SS split ple method, PS prospective study at the same institution, PN prospective study at a new institution,
a that the study attempted to validate a previously published predi rule, ? dard employed but not described, NA dard not applicable, CT cross-tabulation, R multivariate-regression

p
techniques, D discriminant techniques, and RP recursive partitioning.
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